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ABSTRACT

RADAR TAR.GET DISCRIMINATION 
USING THE 

EXTINCTION-PULSE TECHNIQUE

By

Edward Joseph Rothwell

The extinction-pulse (E-pulse) technique is a radar target 

discrimination scheme which utilizes the natural resonance behavior of 

conducting scatterers. An E-pulse is a finite duration waveform 

synthesized in such a way that, upon interaction with a particular 

target, it excites only a pre-specified portion of the target's natural 

resonance spectrum. Since the E-pulse waveform is based only on the 

natural frequencies'of the target, it is aspect independent.

This thesis investigates E-pulse synthesis, and a variety of 

other topics relevant to the technique. Waveforms are synthesized 

using both a time and a frequency domain approach, and discrimination 

between differing thin cylinder targets is carried out numerically, 

demonstrating the success of the technique in the presence of random 

noise.

The extraction of target natural frequencies from a measured 

response is also considered, and a variety of techniques is introduced. 

Particularly successful is the continuation method approach, which 

proves a viable replacement for the highly noise-sensitive Prony's 

method.
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As an investigation into the resonance properties of a 

particular target, a theoretical analysis of a thin wire elliptical 

loop scatterer is undertaken. A number of the natural frequencies and 

corresponding surface current distributions of the target are 

calculated, by solving a homogeneous electric field integral equation 

in the frequency domain. The natural frequencies are shown to make 

smooth transitions to those of the limiting cases of a circular loop 

and a transmission line.

Lastly, an experimental validation of the natural resonance 

behavior of simple thin wire targets is presented, as well as an 

experimental verification of the E-pulse concept. Successful 

discrimination between two realistic aircraft target models is 

accomplished by utilizing measurements of their scattered field 

responses.
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CHAPTER 1 

INTRODUCTION

The topics of radar target identification and discrimination 

have gained increasing interest in recent years. Reconstructing the 

geometry and composition of a conducting target based upon a measure

ment of the electromagnetic field scattered from its surface is known 

as the "inverse scattering" problem. Since the true inverse problem 

is extremely difficult to solve, the most promising discrimination 

techniques have concentrated on extracting simple unique target 

features from the scattered field. This thesis presents a 

discrimination scheme called the "Extinction-pulse" or "E-pulse" 

technique, which utilizes unique features in the time domain scattered 

field response of a radar target.

It has been hypothesized that the late-time portion of the time 

domain scattered field response of a conducting radar target is 

composed entirely of damped sinusoids, oscillating at frequencies which 

are functions only of target geometry, and not target aspect. These 

natural frequencies comprise a set of features which uniquely determine 

the target. An E-pulse is a special aspect independent, finite 

duration waveform constructed in such a way that, upon interaction 

with a certain target, results in a scattered field which contains only 

a pre-specified component of the target's natural mode spectrum. In

1
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particular, the E-pulse can be constructed to result in a null 

scattered field waveform by eliminating the entired excited portion 

of the target's natural mode spectrum.

The usefulness of the E-pulse technique is founded on the 

property that the waveform need not actually be transmitted. It is 

easily shown that the convolution of the E-pulse waveform and the 

measured scattered field response of the target gives results 

completely analogous to transmitting the E-pulse directly. This is 

important, since it allows the use of any convenient interrogation 

waveform, as long as it has sufficient frequency content to excite the 

desired natural modes.

This thesis covers a wide variety of topics pertinent to the 

E-pulse technique. Chapter 2 gives a review of the singularity 

expansion method (SEM), which provides an analytical method of 

exploiting the natural resonance description of the response of a 

conducting target. Chapter 3 presents a brief overview of some of the 

more relevant target discrimination schemes developed by other 

workers, and shows the additional need for the E-pulse technique.

The E-pulse concept is introduced in chapter 4, and expanded 

upon in great detail. Material in this chapter includes methods of 

E-pulse synthesis and interpretation. Chapter 5 presents a numerical 

verification of the E-pulse concept, and provides examples of 

discrimination between differing thin cylinder targets.

Chapter 6 presents methods for extracting the natural 

frequencies of conducting targets from measurements of their time 

domain responses. This is an important topic, since the natural

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3

frequencies of practical targets will not be available from theoretical 

analyses.

Chapter 7 gives an electromagnetic analysis of a particular 

scatterer —  a thin wire shaped into an elliptical loop. The natural 

frequencies of this target are obtained using the singularity expansion 

method introduced in chapter 2, and E-pulses are constructed for their 

elimination.

Lastly, chapter 8 introduces experimental validation of both the 

natural resonance expansion of the field scattered by a conducting 

target, and of the E-pulse concept itself. Verification of the E-pulse 

concept is provided using the scattered field measurements of scale 

aircraft models.
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CHAPTER 2

THE SINGULARITY EXPANSION METHOD

2.1 Introduction

The singularity expansion method (SEM) is an analytical 

technique first formalized by C. E. Baum in the early 1970's for 

analyzing the transient response of antennas and scatterers to 

complicated time varying excitations [l]. Its basis is founded on the 

results of many experiments and theoretical analyses (see [2], [3], or 

[4] for example) which revealed that the time domain response of such 

objects is dominated in the late-time period (i. e. after the 

excitation has been removed) by a sum of exponentially damped 

sinusoidal functions. The frequencies of these oscillations were seen 

to be dependent only upon the physical properties of the objects —  

geometry, for perfectly conducting bodies —  and not upon the 

particular form of excitation.

Later developments in the field of SEM have in general taken one 

of two paths. Many researchers have attempted to investigate the 

theoretical implications of the method [5j-[l3j , including the proper 

expansion of the early and late-time responses, while ethers have 

employed the method for the analysis of particular electromagnetic 

problems Cl4]-[l7]. This chapter will present a short theoretical

4

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5

overview of the SEM technique the results of which form the basis for 

a radar target discrimination method which is investigated extensively 

in later chapters. An electromagnetic analysis of a particular 

scatterer (a thin wire elliptically shaped loop) will be conducted in 

chapter seven using the theory developed in this chapter.

2.2 SEM Representation of Scattered Field

The electromagnetic field scattered by a perfectly conducting 

target results from the surface current and charge induced by the 

excitation field, as shown in Figure 2.2.1. Experimental evidence 

suggests that the surface current can be represented in the late-time 

period by a sum of natural mode damped sinusoidal functions

N ^ ^ .
K(r,t) = £ (r)e n cos(wnt+4>n) (2.2.1)

n=l

Here K^(r) is the spatial current distribution of the n'th natural

oscillation mode, A and <j> are the amplitude and phase of the n’th n n
mode, and s = a +jaj is the complex natural frequency of the n ’th n n n
mode. Whereas the phase and amplitude are directly dependent upon the 

form of excitation (e. g. target aspect), the natural frequencies of 

any particular conducting target are determined by the object's 

geometry only.

Calculation of the transient scattered field maintained by the 

induced surface current and charge is simplified greatly by using a 

transform domain analysis. The Laplace transform of a function f(t) 

is defined as [l8]
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Figure 2.2.1. Transient excitation of a perfectly conducting 
scatterer.
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(2.2.2)

and the corresponding inverse transform is

f (t) = L_1{F(s)} = 0^7 / F(s)eStds 
J Br

(2.2.3)

where the inversion integral is performed over the Bromwich contour, 

and f(t) is taken to be a time causal function. Substituting the time 

domain form of the surface current (2.2.1) into (2.2.2) results in the 

transform domain form of the surface current

Thus, the late-time surface current is a sum of simple pole 

singularities in the complex frequency plane. For real conducting 

targets the natural frequencies occur in N complex conjugate pairs, 

and it is easily seen that application of the inverse transform (2.2.3) 

and Cauchy's residue theorem returns (2.2.4) to the time domain form

(2.2.1). The amplitude and phase information of the n'th mode is 

contained in the aspect dependent "coupling coefficient” a^(s).

The fundamental assumption of SEM analysis is that (2.2.4) is a 

valid transform domain representation of the surface current during the 

late-time. That is, there exist no contributions due to higher order 

poles, essential singularities, entire functions, etc. It is 

important to stress, though, that this representation is valid in the

-*■ - 2N -vK(r,s) = I an(s)Kn(r)(s-sn)' 
n=l

-1 (2.2.4)
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late-time only. Consensus holds that a simple pole series alone is 

not a sufficient representation during the early-time period (when the

excitation field is interacting with the target), and an entire

function must also be included (see [9] or [ll] for example.)

Using retarded potential theory, the scattered electric field 

can be written as

ES(r,t) = -V$S(?,t) - —  (2.2.5)

where the scalar potential is given in terms of electric surface charge 

density Ps(r,t) as

0 +  i r P (?',t-R/c)
* <r ’fc> “ “ r------- d s ' <2 -2 -6>o JS

and the vector potential is given in terms of surface current 

density K(r,t) as

pa,« -  ^  Jsg(?V R/c) ds’ (2-2-7>

Invoking the Laplace transform (2.2.2) and employing the continuity 

equation results in the transform domain expression for the scattered 

electric field maintained by the induced surface current

ES(r,s) = | [ V' *K(r Js)V - y2K(?Js) j dS' (2.2.8)
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where R = |r-r'| and y = s/c, c being the speed of light in free 

space.

At this point it becomes convenient to introduce the Green's 

dyadic notation. Denoting the electric Green's dyadic function as

G (r|r';s) = (1 - — )G(r|?’;s) (2.2.9)

-K -yR
G(r|r';s) = — —  (2.2.10)

With this notation and using (2.2.4) to represent surface current, the 

SEM transform domain representation of the scattered field can be 

written as

2N -1 -vES(r,s) = -sp0 I an(s)(s-sn) |r';s)-Kn(r')dS' (2.2.11)

Finally, using (2.2.3) to invert (2.2.11) the SEM time domain repre

sentation of the scattered electric field is given by

2N
ES(r,t) = -u0 ^ s nan(sn)eSnt/Ge(?|r';sn)*Kn(r’)dS’ (2.2.12)
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2.3 Integral Equation for Surface Current

Before equation (2.2.12) can be employed to calculate the 

scattered electric field, the surface current established by the 

excitation field must be determined. This requires the calculation 

of the natural frequencies, coupling coefficients, and modal current 

distributions, all of which are included in the current representation

(2.2.4). As stressed earlier, the natural frequencies and modal 

currents are determined from solutions to the unforced problem, and are 

functions of target geometry only. However, the coupling coefficients 

are strong functions of target excitation and contain all the infor

mation regarding target aspect.

The surface current is calculated through the solution to an 

electric field integral equation (EFIE). This integral equation is 

formulated by employing the boundary condition for the electric field 

on the surface of the perfectly conducting scatter

t*Ei(r,s) = -t*ES(r,s) (2.3.1)

where E1(r,s) is the excitation field incident upon the scatterer and 

t is the unit tangent vector. Writing the scattered field as in

(2.2.11) yields the EFIE

T a (s)(s-s )_1/t-G (r I r' ;s) -K (r')dS' = £•?-.(£ O l  (2.3.2) nv n'  ̂ ev 1 ' n sp0

which must hold for all points on the surface of the scatter: r e S.
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When the excitation field is zero, the only possible solutions to the 

resulting homogeneous equation represent the natural oscillation modes 

of the target (i. e. there are solutions to the homogeneous EFIE only 

at discrete frequencies s=sn*) Thus, the natural frequencies and the 

natural mode current distributions are determined by solving

The coupling coefficients are determined from the EFIE (2.3.2)

by replacing the tangential unit vector t with fdSK (r), where K (r)s m m
is the current distribution of the m'th mode. Employing the reciprocality

of the Green's dyadic in r and r', taking the limit as s -*■ s andn m
using l'Hopital's rule and (2.3.3) results in

which is applicable to late-time only, and is used in the time domain 

SEM representation of the scattered field (2.4.3). Replacing s^ by s 

yields the more controversial "class-2" coefficient

ft*5 (r|r';s)-K (r')dS' = 0 for all rsS (2.3.3)
i e n

(2.3.4)

where cm is a normalization coefficient given by

s=s
(2.3.5)

This is the so-called "class-1" coupling coefficient of Eaum [8] ,
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am(s) = / E1^',s)-Km (r')dS’ (2.3.6)

which is the late-time frequency domain equivelant to the class-1

coefficient; that is, its use in (2.2.11) along with Cauchy’s residue

theorem merely results in the identical class-1 a (s ) of equationn n
(2.2.12). However, the class-2 coefficient is conjectured to apply to

explicitly, and a more rigorous inversion of (2.2.11) employed.

2.4 Time Domain Representation of Scattered Field

For the case of radar illumination, it can be assumed that the 

target is in the far field region of the transmitting antenna. Thus, 

the incident electric field is a component of a plane wave front, or

where p determines the polarization of the electric field, and e(t) 

describes the temporal variation of the field. Transforming this to 

the frequency domain via (2.2.2) yields

where E(s) is the transform of e(t). Substituting (2.4.2) into the 

class-1 coupling coefficient (2.3.4) and that result into (2.2.12) 

gives the time domain scattered field representation

early-time as well [8] . In this case, an(s) must be calculated

E*(r,t) = pEQe(t-r/c) (2.4.1)

■(r,s) = PEoE(s)e"Yr (2.4.2)
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2N E(s ) t •>
F(r,t) = -E I e5^  Je^p.JfJjdS x

n=l n <• S J

X | /£e(?|f’;sn)-Kn(?’)dS' j (2.4.3)

Since the natural frequencies occur in complex conjugate pairs, the 

vector magnitude of this field can also be written as

N
ES(r,t) = I A^CrOe^cosOo t + <fr̂ (r)) (2.4.4)

n=l n n n

revealing that the scattered electric field also varies, in the 

late-time, as a sum of damped sinusoidal functions.

It is this late-time behavior of the scattered field that will 

be utilized for radar target discrimination purposes in the following 

chapters.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 3

RADAR TARGET DISCRIMINATION AND IDENTIFICATION SCHEMES

3.1 Introduction

Radar target identification in its purest form is an inverse 

problem —  the reconstruction of the geometry and composition of a 

target from measurements of scattered electromagnetic radiation. The 

target can then be identified or discriminated from other targets or 

classes of targets by comparison to known shapes and compositions. In 

a less rigid sense, radar target discrimination involves the extraction 

of features from the measured scattered electromagnetic field which 

correspond uniquely to individual targets [29] . Discrimination (or 

identification) is then accomplished by a comparison of these 

features.

Radar target features for a conducting target are closely 

related to geometry, and can take advantage of all the information 

contained in the scattered field —  amplitude, phase, polarization, and 

frequency content. Whereas the solution of the true inverse problem 

requires an infinite amount of information (i. e. a measurement of the 

scattered field at all frequencies or all aspect angles) [30] only a 

few features may be required for the classification of a wide variety 

of targets. An example of a feature which is not unique is the 

classical radar cross section (RCS).

14
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This chapter will conduct a short overview of some of the more 

recent methods conceived for radar target discrimination. It will be 

by no means exhaustive, but instead will try to place the proposed 

discrimination techniques of this thesis in proper perspective. The 

new scheme as suggested in this and later chapters will be shown to 

be an evolution of an attempt to overcome the two most fundamental 

problems of target discrimination —  noise and sensitivity to target 

aspect.

The discrimination schemes reviewed in this chapter can be 

divided into two fundamental groups. The first involves the use of the 

properties of the target scattering matrix. The second utilizes the 

frequency (or, equivalently, time) response of the target.

3.2 Polarization Techniques

In the case of time-harmonic excitation it is convenient to 

consider a radar target as a "polarization transformer" [3l] . The 

vector electric field scattered from the perfectly conducting target 

can be related to the incident field through

ES = A-E1 (3.2.1)

where A is the two dimensional scattering matrix. This matrix 

describes the changes in polarization between the incident and 

reflected waves and is a function of frequency and target aspect.

The polarization states of these waves are often mapped onto the 

surface of a sphere (the Poincare sphere.) Twice the orientation
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angle of the elliptical polarization and twice the arctangent of the 

axial ratio define longitude and latitude, respectively, of a point on 

the sphere. Thus, the mapping is one to one and the equator of the 

sphere contains all linear polarizations [32] .

Target classification by reconstructing the scattering matrix 

is impractical, since measurements would be required at an infinite 

number of polarization states. Rather, the polarization properties of 

any target can be characterized by its "null polarizations" —  the two 

states for which the backscattered wave is polarized orthogonal to the 

transmitting antenna (and for which the target is invisible to the 

radar.) These polarizations correspond to the eigenvectors of A.

With this notation it is possible to make a general classification of 

radar targets based on their polarization properties. The null polar

izations of linear targets (such as thin wires) coincide at a single 

point on the sphere. The null polarizations of an isotropic target 

(such as a homogeneous sphere) reside at opposite points on the sphere. 

A symmetric target has null points located along parallels of latitude 

equidistant from the linear polarization equator.

In addition to the null polarizations, each target has associ

ated with it a maximal copolarization. Together, this set is referred 

to as the "optimum" polarizations [33] . The optimum polarizations 

fall on a great circle on the polarization sphere in a symmetrical 

arrangement referred to as the "Huynen fork." The Huynen fork is one 

of the most popular "polarization invarients" which can be used in 

target classification and discrimination. Although the fork rotates 

as the pitch angle of the target is changed (along the radar line of
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sight), its relative orientation remains constant (thus the description 

"invarient".) Since each specific target has a specific huynen fork 

(at a given value of roll and yaw) the target can be conceivably 

discriminated regardless of the value of pitch angle.

The use of a polarization invarient such as the Huynen fork as 

the feature for target discrimination has a great appeal. Since only 

one frequency is needed this technique is easily adaptable to existing 

single frequency radar systems. It is only necessary that the radar 

be modified to be polarization sensitive. Unfortunately, the optimal 

polarizations have been shown to be extremely dependent upon the yaw 

and roll angle of the target [33]. Since the optimal polarizations 

describe the eigenvectors of’ the scattering matrix, any other polar

ization discriminant will also be highly sensitive to roll and yaw.

This dependence upon changing aspect makes polarization invarients 

very difficult to use as target discrimination features for moving 

targets [33].

3.3 Frequency Response Techniques

Quite a large number of target discrimination schemes have been 

developed based on the frequency response of the target (or, equiva

lently, the impulse response, which is the inverse Fourier transform 

of the frequency response.) Several of these will be considered in 

this section.
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3.3.1 Multiple Frequency Measurements

The component of backscattered field in the direction of the 

incident electric field a large distance from a conducting target can 

be written as [34]

j (cot-kr) .
E = — G(jw)E (3.3.1.1)

2/irr

where k is the wave number and G(jco) is the target's backscatter 

frequency response at a given aspect. (The magnitude squared of G 

corresponds to the RCS of the target.) Knowledge of G(joi) uniquely 

determines the target and thus can be used for identification or 

discrimination. However, it is impractical to reconstruct G(ju) since 

an infinite number of frequency measurements would be required.

Rather, it is more plausible to approximate G(ju>) by making only a few 

measurements at carefully chosen frequencies. If the target response 

at these frequencies is uniquely dependent upon the target geometry, 

then the amplitude of the backscattered wave at these frequencies can 

be used as the set of target features.

It is important to decide over which frequency range the target 

is best characterized. The higher frequencies correspond to the fine 

detail of the target, while the lower frequencies characterize the 

target's bulk shape. This can be shown by letting s = jcu and 

expanding G(s) at small values of s, giving

G(s) = ag + a^s + a2S^ + ... (3.3.1.2)
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Here and aj are zero, while a2, the Rayleigh coefficient, is 

approximately proportional to the volume of the object [35] . With 

this information, a discrimination scheme has been proposed utilizing 

the response of the target at discrete values of frequency in a range 

of wavelengths starting at about one half the maximum dimension of 

the target and increasing to about ten times this length [30]. This 

frequency range extends from the "Rayleigh" region up to the low 

resonance region and contains the essential information regarding 

overall target shape and composition.

By using the scattered field amplitudes measured at twelve 

equally spaced frequencies (in the range discussed above) as target 

features, it has been possible to classify a number of simple target 

shapes. Discrimination between the classes is accomplished using a 

linear discrimination procedure on the target feature vectors, at a 

given value of target aspect [35] . For more complex targets such as 

aircraft scale models, a more sophisticated "nearest neighbor" 

approach is required. With this technique it has been possible to 

discriminate between eight quite similar aircraft scale models, in the 

presence of moderate noise levels. Furthermore, it is possible to 

decrease the number of frequency measurements required to as few as 

two by employing the phase and the polarization of the scattered wave 

as additional target features [30] .

The practical limitations of this method are threefold. The 

first is the expensive requirement for a multi-frequency radar.

Because of this, great emphasis has been placed on minimizing the 

number of frequencies required for discrimination. Secondly, for true
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aircraft targets, the radar would be required to operate at relatively 

low frequencies, down into the VHF band. Most importantly, though, 

the strong dependence of the frequency response G(jaj) on target aspect 

makes this technique quite cumbersome in actual situations. This 

problem can only be worsened if polarization is incorporated into the 

scheme, as shown by the last section. It has been suggested that the 

target attitude can be estimated to within 10° by using conventional 

radar (35j . However, it is questionable whether this represents 

sufficient accuracy in the case of complex target shapes.

3.3.2 Ramp Response Imaging

A very interesting radar target signature which uniquely 

describes the target is its response to an incident ramp waveform [3] . 

The frequency domain response to the time domain ramp signal can be 

written as

where G(jio) is the response of the target at a frequency to. Ey the 

properties of Fourier transforms, the time domain ramp response can 

also be written in terms of the second integral of the impulse 

response of the target.

As it is not possible to transmit a ramp or impulse waveform, 

it is necessary to approximate the ramp frequency response (3.3.2.1) 

of a target by using multiple frequency measurements. It has been 

found that measurements of the target response at ten discrete

(3.3.2.1)
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frequencies in the upper Rayleigh to lower resonance range are 

adequate to approximate the ramp response of the target [36].

With the approximation to the ramp response it is possible to 

construct an image of the target. This image reflects the gross shape 

of the structure, since only low frequency measurements are involved. 

Target discrimination is then easily accomplished by a comparison to 

the shapes of known targets. However, the construction of an image is 

quite time consuming and requires the measurement of the (approximate) 

ramp response from three orthogonal look angles. Thus, it becomes more 

expedient to discriminate targets by a comparison of the ramp responses 

themselves. (That is, designating the ramp response as the target 

feature as opposed to the target image.) Such a comparison reverts to 

a technique nearly identical to that of the last section, except that 

the lower frequencies of the ramp response are accentuated by a 1/u2 

factor. Therefore, comparison of ramp responses has all of the 

limitations of the previous method, especially the sensitivity to 

aspect angle.

3.3.3 Natural Resonance Based Ramp Response

The pressing problem of target aspect dependence can be overcome 

by incorporating target natural resonances into the ramp response 

comparison. The frequencies of the natural target oscillations are 

independent of the aspect of the target (only the amplitudes and phases 

of the natural modes are aspect dependent), as discussed in chapter 2.

It has been shown that the transient response of any linear 

system must obey the difference equation
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N
f(t) = I (-1)\ f(t-nAt) (3.3.3.1)

n=l ’

where f(t) is the transient response and the difference coefficients 

n are defined via an appropriate relationship involving the N 

natural frequencies of the system [37] . This allows the reconstruction 

of f(t) from N sampled values of the response.

Radar target discrimination is based upon the following scheme.

The ramp response of an unknown target is approximated using M discrete 

frequency measurements via the Fourier synthesis

M G(mu) )
F (t) = K 7 ----—  cos (mu t + <j> (mu )) (3.3.3.2)K. - o O Om=l nr-

where K is a constant. Next, the natural frequencies of known targets 

are used to reconstruct the measured ramp response via equation

(3.3.3.1). Here f(t) is taken to be the measured ramp response given 

by (3.3.3.2). Finally, a coefficient p' is defined as unity minus 

the normalized difference between the measured and reconstructed ramp 

responses. Equation (3.3.3.1) can be viewed as a predictor and the 

coefficient p' as a correlator. Ideally, when the natural frequencies 

of the measured target are used to reconstruct the measured ramp 

response, p' will be unity and the unknown target is identified. When 

the natural frequencies used to reconstruct the ramp response correspond 

to a target different than that measured, p' will be less than unity 

and the target is discriminated. In practice, the ramp response cannot 

be exactly reproduced, both because the ramp response is only approximate
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and because only a finite number of natural frequencies can be used in 

the reconstruction. However, very good reconstruction has been 

accomplished using the dominant natural resonances of the targets 

(corresponding to the lower portion of the resonance range) [36] .

Discrimination using this technique has been demonstrated for 

simple wire aircraft models. The dominant natural frequencies of the 

wire models are calculated theoretically using SEM analysis. A reaction 

integral equation is solved in the radiation mode for the case of zero 

driving voltage. This is equivalent to solving equation (2.3.3), and a 

search procedure is needed to locate the zeroes in the complex plane. 

With these natural frequencies, discrimination between straight and 

swept wing models has been accomplished for various target aspects and 

incident field polarizations, using ten frequency measurements.

Improved discrimination has been obtained by employing the 

following procedure. Instead of obtaining the natural resonances of 

the target model from the solution to a homogeneous integral equation, 

a less rigorous process is used. First, the frequency response of the 

aircraft model (at a specific aspect) is obtained numerically at the 

same ten frequencies as used in the measurements by a low frequency 

grid wire analysis [38j . This response is then used to calculate the 

approximate ramp response of the target model via equation (3.3.3.2). 

Lastly, Prony's method is used to extract the dominant natural 

frequencies from this time domain ramp response. Prony's method is a 

numerical technique for approximating a waveform using damped 

sinusoidal functions. It is discussed in depth in section 6.2. Using 

this process it is found that only the dominant few natural frequencies
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match explicitly with the true frequencies found from solving the 

integral equation [39] . This is due in part to the approximations used 

to calculate the ramp response (only a finite number of frequencies 

used.) However, the discrimination does improve, because the Prony's 

method resonances provide a better fit to the approximate (measured) 

ramp response than do the true frequencies. It is difficult, though, 

to justify the use of resonances which do not in the least resemble 

those of the actual target.

This improved Prony's method ramp waveform discrimination has 

been successfully demonstrated for three quite complex aircraft models 

[39] . And although this technique has conquered the problem of target 

aspect sensitivity, it does have a few drawbacks. The predictor- 

correlator method is a fairly complicated procedure, and is sensitive 

to the choice of At in equation (3.3.3.1). Many values might need to 

be tried to provide adequate discrimination. Also, a multi-frequency 

radar system is still needed to measure the ramp response. Each of 

these problems is addressed by the method of the next section.

3.3.4 Natural Frequency Comparison

Perhaps the most straight forward way to utilize natural target 

resonances in a discrimination scheme is to use a direct comparison of 

the frequencies. The late-time time domain scattered field response 

of an unknown target can be analyzed in terms of its natural resonance 

modes and the natural frequencies determined. These can then be 

compared directly to a library of frequencies from known targets, and 

the target identified or discriminated. The benefits of this
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technique are substantial. Besides being aspect independent, the 

technique does not require a low-frequency or multi-frequency radar.

It is only necessary that a waveform be transmitted which has energy 

at the natural frequencies which uniquely determine the targets to be 

discriminated. Although a wideband pulse would be ideal, it may be 

possible to choose these frequency features to lie in a fairly narrow 

band at reasonably high frequency (describing some unique fine 

structure on the target.) Then, bandpass interrogation pulses can be 

used as the excitation waveform, which is compatible with existing 

radars [40]. Lastly, once the natural resonance frequencies of the 

unknown target have been chosen, the comparison is a simple problem in 

feature recognition. This is an area which is well developed, and 

has many rapid schemes for implementation.

In this scheme the problem of feature extraction reduces to 

extracting the natural resonance frequencies from the late-time portion 

of a target response. The most popular routine involves the use of 

Prony’s method. It has been shown that Prony's method is capable of 

accurately identifying the natural frequencies in the responses of 

simple structures driven by transient sources [4l] . A radar target 

discrimination concept based upon Prony's method has been investigated 

in depth both numerically £42] and experimentally [43j .

Numerical simulation has resulted in the successful 

discrimination of differing natural frequency sets in the presence of 

noise levels as high as 0 dB signal to noise. The techniques used for 

feature recognition involved correlation based upon linear prediction, 

pole residues, pole values (i. e. natural frequency values), and
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response waveforms. It is important to note that only linear 

prediction and pole values are independent of target aspect. The 

linear prediction scheme is identical to that outlined in the section 

on ramp responses, except that the measured time domain waveform is 

used instead of the approximate ramp response. For the two aspect 

independent techniques, a signal to noise level as low as 10 dB has 

still led to accurate discrimination.

Experimental results have not been quite as successful. A 

late-time signal to noise level of 15 to 20 dB is required for the 

accurate extraction of natural frequencies from a measured target 

response [44] . This sensitivity of Prony's method to the presence 

of noise is only one of the problems which restricts its use for 

discrimination purposes. Other difficulties have been detailed 

[45] , [46] . They include error due to underestimating the number of 

modes in the response, aliasing, and under-use of sampled points 

(requiring "windowing" approaches.)

3.3.5 The K-pulse

The various problems associated with Prony's method have 

reduced the usefulness of a natural frequency comparison scheme. What 

is needed is a technique which includes all the benefits of frequency 

comparison (aspect independence, simplicity of implementation) but does 

not display Prony's method's sensitivity to noise. Such a method will 

be introduced in the next chapter (the E-pulse technique), and it has 

its roots in the so-called "K-pulse" concept introduced by 

Kennaugh [47] .
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A K-pulse is defined as a minimal duration, time limited 

waveform, which upon interaction with a radar target' produces a time 

limited response. The response may be aspect dependent, but it is to 

be time limited for as large a range of aspect angles as possible. 

Kennaugh was able to construct approximate K-pulses (also called 

kill-pulses) for simple targets based upon geometric considerations.

He used simple wave reflection arguments to approximate a K-pulse 

for a thin wire target, and the geometric theory of diffraction to 

approximate the K-pulse of a sphere. By employing a polynomial 

approximation to the Laplace transform of the K-pulse, he was also 

able to estimate the natural resonance frequencies of these structures 

by locating the zeroes of the polynomials.

The K-pulse technique can be implemented in target 

discrimination based on its unique correspondence to a particular 

target geometry. Its intention, though, is to approximate the 

resonances of a target using geometrical considerations. A more 

appropriate discrimination scheme would use the actual target 

resonance frequencies (determined from electromagnetic modeling, or 

scale model measurements) in the construction of the K-pulse, rather 

than vice-versa. It would be an aspect independent technique, and 

relatively insensitive to noise. Such a scheme, called the "E-pulse" 

technique, is the subject of the next chapter.
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CHAPTER 4

THE EXTINCTION PULSE

4.1 Introduction

The natural resonance based target discrimination techniques 

of the previous chapter involved illuminating an unknown radar target 

with an arbitrary time varying waveform and analyzing the scattered 

electromagnetic field. No special care was given to the shape of the 

incident field waveform, other than demanding that it contain adequate 

frequency content to excite enough natural frequencies of the target to 

allow discrimination. In contrast, the K-pulse method investigated the 

possibility of constructing a special time-limited waveform which would 

result in a time-limited scattered field. This chapter will introduce 

a method to enhance radar target discrimination by combining the 

K-pulse concept with the aspect independence of natural frequencies.

An extinction-pulse (E-pulse) waveform is defined as a finite 

duration (i. e. time-limited) waveform which upon excitation of a 

particular radar target extinguishes a pre-specified portion of the 

target's natural mode spectrum. Since the target scattered field 

response is merely the convolution of the incident field waveform and 

the target scattered field impulse response, it is easy to show that 

the E-pulse need not actually be transmitted to affect discrimination.

28
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Indeed, two views of the E-pulse will be considered. The first 

describes the effects of directly transmitting the E-pulse and uses a 

frequency domain approach. The second considers the more tractable 

scheme of convolving the E-pulse with the measured scattered field 

waveform and uses a time domain approach. Each approach will be shown 

to give equivalent results.

Preliminary treatment of the E-pulse technique has been carried 

out in [17] and [l9]-[2l] .

4.2 Transmit Domain Discrimination

The motivation for shaping the incident field waveform can be 

found by examining the time domain scattered field representation

(2.4.3). Each of the complex exponential terms in the scattered field 

natural mode series is multiplied by E(sn), where E(s) is the Laplace 

transform of the incident field waveform e(t), and sn is the frequency 

of the n'th natural resonance mode of the scatterer. If N natural 

modes are excited by the finite frequency content of e(t), then 

requiring

E(s ) = 0 (4.2.1)

E(s*) = 0 (4.2.2)

for all l<n<N (assuming that the natural frequencies occur in complex 

conjugate pairs) results in a null scattered field waveform in the 

late-time.

It is easy to envision target discrimination using E-pulse
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waveforms. Since an E-pulse is based entirely on the natural 

frequencies of one particular target, and the natural frequencies of 

a scatterer are unique, each E-pulse will correspond uniquely to one 

target. Thus, if E-pulse (a) is designed to eliminate the natural 

frequencies of target (a), its interaction with a different target (b) 

will result in a scattered field that is non-zero in the late-time.

In fact, equation (2.4.3) shows that the field scattered by target (b) 

will contain all the natural frequencies of (b) not common to (a).

This allows discrimination between the two targets without any analysis 

of the late-time scattered field more difficult than recognizing a zero 

response.

The E-pulse concept can be broadened to allow further discrimi

nation techniques. If equations (4.2.1) and (4.2.2) are enforced for 

all l<nk_N, n#n, then all the natural modes of the scattered field 

response except the m'th will be cancelled. Thus, the late-time 

scattered field will vary in time as a single damped sinusoid. This 

type of E-pulse waveform is termed a "single-mode excitation signal", 

"m-th mode excitation waveform", or an "E-m-pulse", since it excites 

only the single m'th mode (or, alternatively, eliminates all but the 

m'th mode.) The general term "E=pulse" will be taken to include these 

single mode excitation waveforms as well. Discrimination in this case 

requires differentiating between a single mode response (from the 

expected target) and a combination of many modes (from a different 

target.) This is a relatively simple task, since it is not necessary 

to decompose the waveforms into their natural mode constituents, as was 

required by the natural mode comparison techniques of chapter 3.

Perhaps the most important characteristic of the E-pulse is its
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aspect independent nature. Although each term in the scattered field 

representation (2.4.3) depends upon the target aspect, the zero of 

E(s) demanded by (4.2.1) and (4.2.2) will nullify the term. This 

allows the use of one particular E-pulse regardless of the target's 

position with respect to the radar antenna.

4.3 Receive Domain Discrimination

The usefulness of transmit domain discrimination is limited by 

practical considerations. It is very difficult to transmit complicated 

time-varying waveforms, especially if they have a DC component. Thus, 

an alternative to transmitting the E-pulse waveforms must be considered.

An easily implemented technique involves utilizing the measured 

scattered field waveform. As in the natural resonance based techniques 

of chapter 3, any convenient waveform with adequate frequency content 

is used to illuminate the unknown target. But rather than analyzing 

the scattered field in terms of its natural mode composition, it is 

convolved with the E-pulse defined by equations (4.2.1) and (4.2.2).

The results are analogous to actually transmitting the E-pulse and 

having it interact with the target. This is easily seen by calculating 

the convolution. Consider the Laplace transform of the time domain 

representation of the scattered field (2.4.4) which is given by

Convolution in the time domain is equivalent to multiplication in the 

frequency domain. Thus

.j^ n C r) -j4 > n (r) 'i
(4.3.1)
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L{e(t)*E (r0,t)} =

r  A n ( ? o )  f  e j ^ ( ^ o )  e - ^ A ( ? o )  1
I - V -  J^ r r - + «=> <*-3-2>

Implementing the inversion integral (2.2.3) and invoking Cauchy's 

residue theorem results in the time domain convolved response

r(t) = e(t)*Es(r0,t) = (4.3.3)

-  !  f  E ( s a ) e s » t + 3 * i ( J o )  +  E(s*)esSt-^i('o) 1
n=l  ̂ '

But E(s ) = E(s*) = 0 by the definition of the E-pulse (4.2.1) and n n
(4.2.2), so r(t) = 0 in the late-time. In other words, the E-pulse

has extinguished the late-time measured scattered field.

It should be mentioned that receive domain discrimination is not

identical to transmit domain discrimination. The response generated 

by convolving an E-pulse with an unexpected target is identical to

(4.3.3). However, now the zeroes of E(s) do not correspond to the

natural frequencies of the measured target. Using the fact that

E(s*) = E*(s ) (as shown in the next section) equation (4.3.3) can be n n
written as

Nr(t) =  ̂A’(r0) |E(sn) |eGntcos(ojnt+(j)̂ (r0)+Bn) (4.3.4)
n=l
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Ein = Im{E(sn)}

(4.3.5)

Bn

Thus, the time domain response r(t) is again a sum of natural modes, as 

is the measured scattered field in the transmit domain treatment. The 

difference is that the amplitude and phases will not necessarily be 

the same as those which would be measured if the E-pulse were 

transmitted directly. This may seem a trivial point, but it indicates 

that discrimination sensitivity to certain modes may be altered.

A second important point is that use of the E-pulse in the 

receive domain also gives aspect independent results. That is, the 

condition that r(t) be zero in equation (4.3.3) did not depend on the 

aspect dependent modal amplitudes and phases. Thus, convolution of 

the E-pulse with the measured scattered field from the expected 

target results in zero late-time response regardless of the position 

of the target when the measurements were made.

Single mode excitation waveforms can also be used in the 

receive domain. Using equation (4.3.4) and employing (4.2.1) and

(4.2.2) for l<n<N, n^m, results in the convolved response

As expected, the result of convolving a single mode excitation 

waveform with the measured response of the expected target is a single

r(t) = A^(?0)|E(sm)|eCTmtcos(aJmt+^(?o)+6m) (4.3.6)
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natural mode. Again, the amplitude and phase of this mode may not be 

the same as the amplitude and phase of the scattered field response 

if the waveform had actually been transmitted.

4.4 E-?ulse Synthesis

It is now necessary to find some convenient way to implement 

the defining E-pulse equations. For transmit domain discrimination 

equations (4.2.1) and (4.2.2) were taken as defining an E-pulse. For 

receive domain discrimination it is more appropriate to define an 

E-pulse via

r(t) = 0  t > T + T (4.4.1)E e

where r(t) is given by

r(t) = e(t)*ES(r0,t) (4.4.2)

as in equation (4.3.3). Here is the length of the early time 

period of the measured response determined by

1E = Tw + 2T (4.4.3)

where T is the maximal one way transit time of the target and Tw is the

duration of the incident waveform. To this must be added T , thee
finite duration of the E-pulse waveform, to satisfy the requirements

of the convolution. It is obvious that T must always be taken to bee
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finite, or else there would be no late-time period. It is also seen 

that receive domain discrimination has less late-time with which to 

work, since the duration of the excitation waveform must be added to 

early-time. This could be important if the target has rapidly decaying 

natural modes.

Both receive domain and transmit domain discrimination 

perspectives are now considered, and are shown to be equivalent.

4.4.1 Transmit Domain Perspective

This analysis may actually be termed a frequency domain analysis 

since it is the frequency domain representation of the excitation 

waveform which is utilized. The Laplace transform of the excitation 

waveform e(t) can be calculated using equation (2.2.2) as

where T is the finite duration of the waveform. The transmit domain e
definition of the E-pulse (4.2.1) and (4.2.2) requires

1 g
E(s) = L{e(t)} = / e(t)e S dt (4.4.1.1)

o

E(s ) = /8 e(t)e"Sntdt = 0 l<n<N
o

T
E(s*) = J e(t)e_Sntdt = 0 l<n<N

(4.4.1.2)

(4.4.1.3)

Writing s = a +ju and expanding the exponential yields n n n
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E(s ) = J e(t)e ant (cosco t-jsinai t)dt = 0 l<n<N (4.4.1.4)
o

E(s*) = / e(t)e CTnt (cosa) t+jsinai t) dt = 0 l<n<N (4.4.1.5)n ' ' i i  n-' ---o

Note that this shows that E(s*) = E*(s ). Both (4.4.1.4) and n n
(4.4.1.5) hold simultaneously only if

J e(t)e CTntcoso) tdt = 0 l̂ n̂ _N (4.4.1.6)

Te/ e(t)e an sinai tdt = 0 l£n<_N

These two equations will he used to calculate e(t) upon an 

appropriate mathematical representation.

4.4.2 Receive Domain Perspective

Just as section 4.4.1 was actually a frequency domain analysis, 

this section can more acurately be termed a time domain analysis since 

all calculations avoid the Laplace transform of e(t). Invoking the 

receive domain definition of the E-pulse (4.4.1) along with equation

(4.4.2) and the scattered field representation (2.4.4) yields

IN _)_
r(t) = e(t)* 7 A'(r )e°n cos(to t+<j>'(r )) = 0 (4.4.2.1), n o n n on=l

Writing the convolution in integral form gives
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r(t) = f  e(t’) I A;(?o)ean(t_t:,> : 
o n=l

x cos(o) (t—t' )-Hj>* (r ))dt' = 0 (4.4.2.2)

which can be written more simply as

r(t) = I A ' ( r )eanC

• n n

fQ —(T • •= J e(t )e n cosu^t dt 
o

= J e(t')e ant sinrn t'dt’ t J no

:e sin(u t+d ) and cos(u t+$ n n n ■
equation (4.4.2.2) can hold only if a^ = = 0 for all lfn£N. This

requires

T *
J6 e(t')e °nt cosu t'dt' = 0 l<n<_N (4.4.2.6)
o

T
f e(t')e ant sinrn t'dt' = 0 l<n<_N (4.4.2.7)
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which are identical to (4.4.1.6) and (4.4.1.7) from the transmit 

domain analysis.

4.4.3 E-pulse Representation

To implement the 2N equations (4.4.1.6) and (4.4.1.7) the 

E-pulse waveform must be represented mathematically. It is necessary 

to have at least 2N variable parameters in the representation in order 

to satisfy the equations. The representation need not be linear in 

the unknown parameters, although that is essentially the simplest 

case. For example, it is easy to envision an E-pulse composed of 2N 

finite duration sinusoids, each of equal amplitude and duration, but 

with frequencies chosen to solve the defining equations. This results 

in 2N nonlinear equations in the 2N unknown frequency parameters.

The majority of the E-pulses to be considered can be 

represented as

M
e(t) = £ (4.4.3.1)

m=l

where f (t) is the m ’th basis function from an appropriately chosen in
set and a is the amplitude of the basis function. The basis functions 

need not be similar to each other, and they may overlap or be sub

sectional. Substituting (4.4.3.1) into the E-pulse equations (4.4.1.6) 

and (4.4.1.7) yields

M Te
7 a f f (t’)e CTn cosrn t'dt* = 0 l<n<N (4.4.3.2), m m n ---m=l o
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I a f f t')e n sinu t dt' l<n<Nm 1 m n ---m=l o

When some of the amplitude parameters represent all the unknown 

variables, these equations become simultaneous linear equations and 

can be written in matrix form as

MCm,n «1 0

MSm,n . “M J 0

M = f f (t )e n coso) t'dtm,n ; m no

Te _ ,
MS = f f (t')e ant sintu t'dt’m.n J m n

(4.4.3.5)

(4.4.3.6)

The entries of the "M" matrix (4.4.3.4) are generally quite 

difficult to compute using (4.4.3.5) and (4.4.3.6). The amount of 

effort needed to calculate these entries in closed form (that is, using 

no numerical integration) can be reduced by using the transmit domain 

analysis of section 4.4.1. Comparison of equations (4.4.3.5) and

(4.4.3.6) with (4.4.1.4) reveals that the matrix entries can also be 

written in terms of the Laplace transform of f (t) as

(4.4.3.7)
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(4.4.3.8)

where F (s) is the transform of f (t). With few exceptions, the m m
transform of f (t) will be a much simpler function (albeit, complex) m
than those resulting from the computation of (4.4.3.5) and (4.4.3.6).

The real and imaginary parts of F (s ) are easily separated after m n
the transform has been numerically evaluated. The only drawback to 

this method is the need for complex arithmetic.

4.4.4 Forced and Natural E-pulses

When the amplitude coefficients in equation (4.4.3.1) represent 

all the unknown parameters, a special E-pulse can be constructed which 

has a helpful physical interpretation. The E-pulse waveform is 

augmented by a sub-sectional forcing function e^(t) extending from 

t=0 to t=Tj which first interacts with the target. The remainder of 

the E-pulse, which extends from t=Tf to t=Tg as shown in Figure 4.4.4.1, 

is called the "extinction" component e8(t) and is viewed as 

extinguishing the response caused by e^(t).

Choosing a total of M=2N basis functions, equation (4.4.3.4) 

can then be written as

ML n
(4.4.4.1)

,s a.2Nm,n n
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e(t)

extinction component

T, T time

Figure 4.4.4.1. Decomposition of E-pulse waveform into forcing and 
extinction components.
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where

(4.4.4.3)

(4.4.4.2)

This is a set of 2N linear equations in the 2N unknown amplitude 

parameters and can be solved easily by matrix methods.

It is now convenient to identify two fundamental types of 

E-pulses. When T^>0 the forcing vector on the right hand side of

nearly any choice of Tg (excluding the case of a singular matrix.) 

This type of E-pulse has a non-zero forcing component and is called a 

"forced" E-pulse. In contrast, when T^=0 the forcing vector vanishes

coefficient matrix is zero. These solutions correspond to discrete 

eigenvalues for the E-pulse duration Tg and are found by solving

where M is the matrix in (4.4.4.1). Since there is no forcing com

ponent, this type of E-pulse is viewed as extinguishing itself and is 

termed a "natural" E-pulse.

The concept of the forced E-pulse can be broadened to involve 

a forcing function which is not a sub-sectional basis function. In 

particular, it can be of the type used to construct ee(t). In this

equation (4.4.4.1) is non-zero and a solution for ee(t) exists for

and solutions for ee(t) exist only when the determinant of the

det( M ) = 0 (4.4.4.4)
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case the forcing vector components become merely

coso) t'dt'

(4.4.4.6)

(4.4.4.5)

and -̂s chosen to give the desired normalization of the E-pulse

amplitude.

Note that a natural E-pulse requires only 2N basis functions, 

while a forced E-pulse requires 2N+1 (including the forcing function.)

4.4.5 DC E-pulse

The electric field scattered by a conducting target has been 

shown to take the form of equation (2.4.4). When this field is measured, 

however, it will show contamination in the form of various types of 

noise. Certain types of measurement systems (such as those utilizing 

digital sampling) will also introduce an artificial constant DC level.

In this case, the measured scattered field will take the form

where K represents the constant DC level.

If an attempt is made to apply the E-pulse technique in the 

receive domain, the attempt will fail. The convolution will result in 

an added DC component which is not interpreted as zero. It thus 

becomes important to shape the extinction pulse so as to eliminate

ES(r ,t) = K + V A'(r )eCTntcos(m t+*’(r )) (4.4.5.1)o n o n n o
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the DC level in the measured response, as well as the natural modes.

Substituting (4.4.5.1) into the receive domain definition of the 

E-pulse (4.4.1) gives

N
r(t) = K* + I A^(?o)eant * 

n=l

x (a cos(u t-H>'(r )) + b sin(o) t+(t>'(r ))} = 0 (4.4.5.2)' n n n o  n n n o '

where a and b are given by (4.4.2.4) and (4.4.2.5) and n n

Te
K' = / e(t*)dt* (4.4.5.3)

o

For (4.4.5.2) to hold requires

a^ = b^ = 0 l^n^N (4.4.5.4)

and

K' = 0 (4.4.5.5)

The first two requirements are exactly as previously determined for a 

non-DC E-pulse (4.4.2.6) and (4.4.2.7). The third requirement is 

equivalent to demanding that the area under the E-pulse be zero.

DC E-pulses can be constructed as forced or natural, exactly as 

in section 4.4.4. However, the added requirement from equation (4.4.5.5) 

necessitates the use of an additional basis function in the E-pulse
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expansion (4.4.3.1). Thus, a forced DC E-pulse will consist of 2N+2 

basis functions and a natural DC E-pulse will consist of 2N+1 basis 

functions. The E-pulse waveform itself is found by solving the matrix 

problem given by (4.4.4.1), with one additional row to implement

(4.4.5.5).

Note that the requirement given by (4.4.5.5) can be interpreted 

in the frequency domain as requiring

E(s=0) = 0 (4.4.5.6)

This is easily seen by substituting s=0 into equation (4.4.1.1). The 

result is identical to (4.4.5.3). As with the other entries in the 

"M" matrix, calculating the spectra of the basis functions and using 

equation (4.4.5.6) is usually much simpler than calculating (4.4.5.3).

4.4.6 Convolutional E-pulse

A quite interesting and useful property of the E-pulse is that 

the convolution of an E-pulse synthesized to eliminate one group of 

natural modes with an E-pulse designed to eliminate a different group 

results in a single E-pulse which will eliminate both groups of modes. 

This is verified in the receive domain through equation (4.3.3) and 

the fact that convolution in the time domain is equivalent to 

multiplication in the frequency domain. If E(s) is taken as the 

product of several spectra, each with zeroes at various natural 

frequencies, then E(s) will also have zeroes at those frequencies. 

Thus, r(t) will have no natural mode content corresponding to those
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frequencies. Identical reasoning applies to the transmit domain 

through equation (2.4.3).

Since a one mode E-pulse takes the minimum amount of effort to 

calculate, this method presents an alternative to solving large matrix 

problems of the form of (4.4.4.1). If N one mode E-pulses can be 

synthesized each to eliminate a different mode, then an N mode E-pulse 

is easily constructed by taking their convolution. This is especially 

simple when delta functions of equal spacing are used as the basis 

functions when calculating the one mode E-pulses [22] .

The duration of the convolution of two finite duration waveforms 

is merely the sum of the two durations. Thus, the duration of the 

convolutional E-pulse may be written as

M
T = I T . (4.4.6.1)
e i=l 61

where T . is the duration of the i’th E-pulse of the M used in the ex
convolution. Note that this may be made as short as desired if forced 

E-pulses are used.

4.4.7 Single Mode Excitation Waveforms

The single mode excitation waveform was originally defined in 

section 4.2 as just a special case of the E-pulse where one mode was 

ignored during the synthesis. Although this type of E-pulse will 

certainly excite a single mode upon interaction with a target, the 

concept of single mode excitation can be expanded to include more 

specific information about the mode (in essence, phase.)
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From the receive domain perspective, the convolution of a

single mode excitation waveform and the measured scattered field is

given by equation (4.3.4). The original definition of the E-m-pulse

requires a =b =0 for l<n<N, nĵ m, resulting in the convolved response n n------- ---

r(t) = A’C? )|E(sjle^cosCu t+$’(r )+B ) (4.4.7.1)m o  m m m o m

The transmit domain analysis gives equivalent results through 

equation (2.4.4) and the measured scattered field would be merely

ES(r ,t) = A’(r )eCTmtcos(co t-Hj>’(r )) (4.4.7.2)o m o  m m o

Synthesis of this single mode excitation waveform proceeds exactly as 

with the E-pulse, via equation (4.4.3.1). If the amplitude coefficients 

are taken to be the unknown parameters, then both forced and natural 

single mode excitation waveforms can be constructed. Note that the 

natural waveform requires only 2N-2 basis functions (since one less 

mode is being eliminated) and the forced waveform requires only 2N-1.

A matrix equation directly analogous to (4.4.4.1) now describes the 

problem, with 2N-2 entries rather than 2N.

Close examination of equation (4.4.2.3) reveals that a more 

specific E-m-pulse can be synthesized by requiring

a = b = 0  l<n<N n£n n n ---

(4.4.7.3)
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Then the convolved response becomes

(t) = A’(r )eGmtb sin(u) t+$*(r )) (4.4.7.4)s m o ms in m o

b = J e (t')e CTmt sinco t'dt' (4.4.7.5)ms J s '  m ' '

On the other hand, requiring

results in the convolved response

a = f e (t')e m cosco t dt (4.4.7.8)me ' c mo

The first of these E-m-pulses, es(t), is called a sine m ’th mode 

excitation waveform since the convolved response varies as 

sin(o) t-Hj>T) and the second, e (t), a cosine m ’th mode excitation
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By adding an additional constraint, the two E-pulses have been

constructed to be exactly ninety degrees out of phase. The original

E-pulse described by (4.4.7.1) is a combination of the sine and cosine

waveforms and is termed a sin/cos m'th mode excitation waveform.

The utility of the sine and cosine E-m-pulses is made apparent

through the following normalization scheme. Let 5 ( t) = K e (t)c c c
such that

a = f e (t')e CTmt cosoj t'dtT = 1 me ' c m (4.4.7.9)

Then

amt coso) t’dt’ = 1 (4.4.7.10)

or

K 1 (4.4.7.11)

Thus

e (t:.(t)
(4.4.7.12)

re - a t ’J ec(t')e m cosrn̂ t dt

Likewise, choose the normalized e (t) such that s

G i
b = / e(t')e °mt sino) t'dt’ = 1 ms J s m (4.4.7.13)
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which results in

es(t) = —------- 2---   (4.4.7.14)
/ e (t')e amt sinio t'dt'

Now, equations (4.4.7.4) and (4.4.7.7) can be written in normalized 

form as

r (t) = AT (r )eamtb sin(w t+ij>'(r )) s m o ms m m o

r (t) = Aj,(rje m a cos(ô t+tji ’ (r ))

-1 rs(t) “ C + = tan ------ (t)

log(A'(r )) + a t  = %log(r2(t) + r^(t)) (4.4.7.18)

These equations provide a good graphical means of portraying target

discrimination based on the sine and cosine single mode excitation

waveforms. If the convolution is performed with the measured response

of the expected target a single mode will result and equations

(4.4.7.17) and (4.4.7.18) will produce straight lines in the late-time

with slopes given by am and respectively. However, if the

convolution is performed with the measured response of an unexpected

target, the result will take the form of (4.4.2.3) where a ^0 and b ^0.n n
Applying equations (4.4.7.17) and (4.4.7.18) then yields something
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quite different than straight lines, easily distinguishable from the 

results due to the expected target.

It is interesting to investigate the transmit domain 

interpretation of the sine and cosine E-m-pulses. What requirements 

must be made of E(s) in equation (2.4.3) such that equation (4.4.7.4) 

or (4.4.7.7) is satisfied? The answer is obtained by working back

wards, and examining the Laplace transform of the desired result. 

Taking the transform of (4.4.7.4) yields

is necessary to synthesize a sine single mode excitation waveform. 

This translates to

L(rs(t)} = Am (̂ o)bims ;j<f>m(r0) -j<f>m(ro)
(4.4.7.19)

This suggests that

E(s ) = -E(s*) m m (4.4.7.20)

(4.4.7.21)
o o

or, expanding the exponentials

J e(t)e CTmtcosumtdt - j J e(t)e amtsino)mtdt =
o o

Te Te
= - / e(t)e CTm cosu^tdt - j/ e(t)e amtsinio tdt m (4.4.7.22)

o o

and thus
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/ e(t)e CTmtcosa) tdt = 0

This, together with the requirement that E(s ) = E(s*) = 0 (equivalent

results from the receive domain analysis. Similarly, the transform 

of (4.4.7.7) gives

A m ( V a m c  f  e ~ j ^ £ o )  1L{rc(t)} . + (4>4>?.24)

E(s ) = E(s*) (4.4.7.25)

is required to construct a cosine single mode excitation waveform. 

This means

Jee(t)e_Smtdt = /ee(t)e"S®tdt

J e(t)e Cmtcosto tdt - j/ e(t)e ffmtsinco tdt =

Te Te
; / e(t)e CTlIlt:cosu) tdt + j/ e(t)e 0mtsinio tdt (4.4.7.27)
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/ e(t)e amtsinumtdt = 0 (4.4.7.28)
o

which is the same as required by the receive domain analysis (4.4.7.6). 

For calculation purposes (analogous to (4.4.3.7) and (4.4.3.8)) 

equation (4.4.7.23) for the sine single mode can be written in terms of 

the transform of e(t) as

As with the E-pulse, both the sine and cosine E-m-pulses can be 

constructed as forced or natural waveforms. Due to the added 

constraint given by (4.4.7,29) or (4.4.7.30), the number of basis 

functions required in (4.4.3.1) for the synthesis is 2N-1 for the 

natural E-m-pulse and 2N for the forced waveform. They can also be 

synthesized as DC sine or cosine E-m-pulses by adding the requirement 

given by equation (4.4.5.6) and using one more basis function. The 

solution for any of these waveforms results from the solution to a 

matrix problem analogous to (4.4.4.1). In addition, convolutional 

sine and cosine single mode signals are easily created by convolving 

E-pulses to (jointly) eliminate all the modes in a response except the 

one to be excited.

Re{E(sm)} = 0 (4.4.7.29)

and equation (4.4.7.28) for the cosine single mode as

Im{E(sm)} = 0 (4.4.7.30)
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One last method of sine and cosine single mode excitation 

waveform synthesis is worth mentioning. In equation (4.4.2.3) 

requiring

will result in a cosine E-m-pulse with any selectable duration (except 

for those resulting in a singular coefficient matrix.) This requires 

2N basis functions and has a solution given by the solution to the 

matrix problem

where n and ^ are given by equations (4.4.3.5) and (4.4.3.6). 

Thus, this is equivalent to a forced E-m-pulse in the spirit of the 

preceding anlysis. Likewise, requiring
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will result in a sine E-m-pulse with a solution determined by solving

(4.4.7.34)

This waveform is equivalent to a forced sine E-m-pulse.

The benefit of this method is that because of the requirements

on a and b in (4.4.7.31) and (4.4.7.33) the normalization previously m m
required by (4.4.7.9) and (4.4.7.13) is automatically included.

4.5 E-pulse Basis Sets

It is possible to choose any number of basis sets to represent 

the E-pulse in (4.4.3.1). However, a judicious choice must take the 

following into consideration: simplicity of representation, simplicity

of calculation, noise averaging quality, possibility of continuous 

waveform representation, completeness, and frequency domain shaping.

A basis set consisting of very complicated functions would need to
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display some important alternate quality to outweigh the first two 

cons iderat ions.

Five different E-pulse basis sets will be considered in this 

section and throughout the remainder of this thesis. Each has varying 

combinations of the above qualities. The required E-pulse matrix 

entries (4.4.3.5) and (4.4.3.6) will be derived for each basis set, as 

well as the E-pulse spectrum (4.4.1.1). To provide comparitive examples 

each basis set will then be used to construct various types of forced 

and natural E-pulses and single mode excitation waveforms.

4.5.1 Polynomial E-pulse

A quite simple set of E-pulse basis functions is given by

fm (t) = tm_1 (4.5.1.1)

so that

M
e(t) = I a t ”"1 (4.5.1-2)

m=l

Thus, an N mode E-pulse is merely a polynomial of degree M-l, where M 

depends upon the number of basis functions needed (e. g. M-l = 2N-1 

for a natural E-pulse.)

The motivation behind choosing this set of basis functions is 

twofold. First, many types of polynomials (such as Chebyshev) have 

special properties which might be useful in constructing an E-pulse.

The expansion (4.5.1.2) has a much simpler form than these, but it does
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display the general behavior of a polynomial E-pulse. Second, this 

E-pulse has the benefit of being smooth and continuous. When the 

convolution process in (4.4.2) is performed all of the sampled points 

of the measured response will be used, averaging and thus reducing the 

noise level.

The matrix elements required to construct the polynomial E-pulse 

are given by (4.4.3.5) and (4.4.3.6) Substituting (4.5.1.1) yields

The integrations can be performed by using successive integration by 

parts [23j , resulting in

(4.5.1.3)

__s fe m-l -cJ_t . .M = j t e 11 sxnoj tdt'sinoi tdt n (4.5.1.4)

Mm,n r=0 (m»r)!(PnTe;
cos(u T -(r+l)c )

n

cos(-(m+l)5 )

r=0 (m-r)!(pnTe)
----- sin(w T -(r+l)5 ) -

• m  t -\r n e n

sin(-(m+l)5 ) (4.5.1.6)
n

where

/ a W (4.5.1.7)
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The required matrix elements are obviously quite complicated. 

It is easy now to see that simplicity of representation does not 

necessarily go hand in hand with simplicity of calculation.

The spectrum of the polynomial E-pulse is found by employing 

equation (4.4.1.1)

E(s) = J I a *e Stdl

Integrating yields

E(s) -I a —  I :
m=l m S I r=0 (m-r)!(sTe)

It is necessary to know this frequency domain representation for use 

in equations such as (4.3.4). It also provides an alternative method 

for calculating the E-pulse matrix entries. A great simplicity over 

the entries (4.5.1.5) and (4.5.1.6) is obviously gained by using the 

E-pulse spectrum and equations (4.4.3.7) and (4.4.3.8). The penalty 

is that these entries are complex and thus complex matrix calculations 

are required to determine the E-pulse.
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4.5.2 Damped Sinusoid E-pulse

A particularly important set of E-pulse basis functions is 

given by

f (t) = eamtcos(i t + J ) (4.5.2.1)m m m

so that

M
e(t) - 7 a e°m  cos(m t + <j> ) (4.5.2.2), m m mm=l

The choice of comolex frequencies s = a + jto and phases <}> used in n n n n
the expansion determines the usefulness of this E-pulse. Discussion 

of appropriate choices is given along with a more in depth analysis 

of the resulting frequency domain shaping in section 5.5.

Like the polynomial E-pulse, this E-pulse representation is 

smooth and continuous. As such, it also has the benefits of noise 

reduction through the averaging process introduced by the convolution 

integral.

The E-pulse matrix entries are found via (4.4.3.5) and

(4.4.3.6) to be

T ~
MC = f eamtcos(ijj t+j> )e antcosw tdt (4.5.2.3)m,n J m m  no

Te -
MS = f eamtcos(u t+$ )e antsinw tdt (4.5.2.4)m,n J m m n
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Integrating gives

Mm,n = (Il(Te)-Il(0)+I2(Te)-I2(0))cosim "

- (l3(Te)-I3(0)+Ilt(Te)-I1+(0))sin$iii (4.5. 2.5)

Mm,n = C-I3(Te)+I3 (0)4-1̂  (Te)-Ilf(0))cosim -

- (l!(T )-Ii(0)-I2(T )+I2(0))sini (4.5.2.6)

At
II (t) = ---   ( BsinBt + AcosBt )

2(a 2+ B2)

At
10(c) = ---   ( CsinCt + AcosCt 1

2[A2+ C 2)

I3(t) = ---   f AsinBt - BcosBt 1
2 [a 2+ B2)

At
Ih.(t) = ---   f AsinCt - CcosCt 1

2(A2+ B 2)

The E-pulse spectrum is found to be

T M
E(s) = I 1 a eCTmtcos(oj t+| )e Stdt (4.5.2.8); m mmo m=l
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T

T

sinhc((s-i*)-^) (4.5.2.9)

where

sinhc z _ sinh(z) _ eZ - e 2 (4.5.2.10)z 2z2z

Using the spectrum provides quite a sizable gain in simplicity over 

using (4.5.2.5) and (4.5.2.6) to calculate the E-pulse matrix entries.

4.5.3 Fourier Cosine E-pulse

A Fourier cosine basis set can be constructed from the functions

These functions are linearly independent and, in fact, form a complete 

set. Any arbitrary continuous waveform of finite duration Tg can be 

represented as a linear combination of Fourier cosines. This has 

particularly intriguing implications for E-pulse synthesis. While it 

is true that the measured response of any target contains only a finite

(4.5.3.1)

such that

e(t  ̂ =  ̂amcos((m-1^ )  m=l e
(4.5.3.2)
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number of natural modes, it is difficult to tell exactly which modes 

will be present. An ideal E-pulse waveform would eliminate the entire 

infinite set of natural frequencies of the target. That is, the 

E-pulse would converge to a distinct waveform as the number of modes 

to be eliminated was taken to infinity. Such an E-pulse could only be 

constructed as an expansion over a complete set of basis functions.

The thought that a finite duration E-pulse could be constructed 

to eliminate an infinite number of natural modes is net as astounding 

as it might first seem. It can be shown quite easily that a 

rectangular pulse waveform of properly chosen duration is an E-pulse 

for a lossless transmission line. Applications to the more complicated 

thin wire scatterer will be addressed in section 5.6.

A Fourier cosine basis set has other important qualities besides 

the potential of representing an ideal E-pulse. It is smooth and 

continuous, and thus has the benefit of noise averaging in the 

convolution process.

Since the Fourier cosine basis set is merely a special case of 

the damped sinusoidal basis set with the implicit choice of complex 

frequencies and phases given by

a = 0m
um = (4.5.3.3)

$m = 0

the matrix elements required to construct an E-pulse will not be 

repeated. The spectrum of the E-pulse is quite interesting, though,
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and is found to be

Te M
E(s) = J I a cos ((m-l)■ ,

o m=l m
(4.5.3.4)

or

+ (-j)™ 1sinhc(s+j ̂ 1)— ) | (4.5.3.5)

Of course, this can also be viewed as a special case of the damped

An interesting property of the Fourier cosine basis set arises 

from the fact that, except for m=l, each of the basis functions has no 

DC component. It is therefore possible to construct a DC E-pulse by 

using one fewer basis function (i. e. by eliminating the m=l term.)

4.5.4 Pulse Function E-pulse

The most useful basis set, due in most part to its great 

simplicity, is one composed of sub-sectional pulse functions as

where g(t) is some arbitrary function and A is the pulse width 

given by

sinusoidal E-pulse spectrum.

0 elsewhere
(4.5.4.1)
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(4.5.4.2)

The basis function representation can be simplified somewhat by 

defining

1 (m-1) A<t^mA
Pm (t) = \

0 elsewhere

f (t) = P (t)g(t-(m-l)A) (4.5.4.4)m m

and

M
e(t) = I amPm(t)g(t-(m-l)4) (4.5.4.5)

m=l

A simple example of a pulse function E-pulse is shown in Figure 

4.5.4.1(a). In particular, g(t) could be defined as nonzero over only 

a portion of the pulse width A. Such an E-pulse is shown in Figure 

4.5.4.1(b), with g(t) being in this case a unit step function.

The value of this type of E-pulse in reducing the noise 

introduced during target response measurements depends much upon the 

shape of the individual pulses. Obviously the narrower pulses of 

Figure 4.5.4.1(b) will do a much poorer job of averaging the noise than 

the wider pulses of Figure 4.5.4.1(a). Although the pulse function 

E-pulse is never smooth, it is piecewise continuous, and the numerical
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-*t i 1̂ - Tg time

(b)

Figure 4.5.4.1. Typical pulse function E-pulse waveforms. (a) Using 
pulses of width A. (b) Using pulses of width less 
than A.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



66

convolution can be performed without difficulty.

The E-pulse matrix elements are found using (4.4.3.5) and

(4.4.3.6) to be

MC = fSp (t)g(t-(m-l)A)e“Cntcosu tdt (4.5.4.6)m,n J m no

T
MS = J P (t)g(t-(m-l)A)e °ntsinu> tdt (4.5.4.7)m,n m no

Using the definition of P (t) gives

MC = J g(t-(m-l)A)e n cosu tdt m,n . ,. . n(m-l) A

MS = J g(t-(m-l)A)e n sinw tdt 
m,n (m-l)A n

Now, using the substitution

u = t-(m-l)A (4.5.4.10)

results finally in

A
MC = e ^^cosco (m-l)Ajg(u)e °nUcosto udu -m,n n no

. _ e On(m (m-l)A/g(u)e anUsinto udu (4.5.4n no

MS = e an m̂ ^^cosaj (m-l)Afg(u)e anUsinu udu + m.n n no

+ e an m̂ ̂ ^sinai (m-l)A/g(u)e anUcosu udu (4.5.4

•1 1)

.12)
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The E-pulse spectrum is found using (4.4.1.1) to be

Te M
E(s) = J I amPm (t)g(t-(m-l) A)e dt

o m=l

M mA
E(s) = I a / g(t-(m-l)A)e S dt (4.5.4.14)

m=l m (m-l)A

Using the substitution given in (4.5.4.10) results in

E(s) = 1 a e S m̂ / g(u)e Sudu (4.5.4.15)
m=l m o

which can also be written as

E(s) = F1(s)eSA f am£_SmA (4.5.4.16)
m=l m

where Fx(s) is the Laplace transform of the first pulse function

Fx(s) = L{fx(t)} = J g(t)e"Stdt (4.5.4.17)
o

This is particularly simple in comparison to results for other basis 

sets such as (4.5.1.10) or (4.5.2.9).

The simplest and most useful choice for g(t) in equation

(4.5.4.1) is

g(t) = 1 (4.5.4.18)
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This merely represents a rectangular pulse basis set spanning Tg.

The usefulness of the rectangular pulse is threefold: it is simple to

use, it represents a uniform averaging of noise, and it forms a 

complete set of basis functions. The completeness condition puts it 

in the category with the Fourier cosine basis set as having the 

potential to represent an ideal E-pulse of infinite modal content.

The E-pulse matrix entries for the rectangular pulse function 

E-pulse are found by substituting (4.5.4.18) into (4.5.4.11) and 

(4.5.4.12) which results in

-onmA
M = ------  f-c coso) mA + to sino) mA) -m,n ^  n n n n

e-an(m-l)A
-(-a cosa) (m-l)A + to sinto (m-l)AJ (4.5.4.19)

o i. 2 n n n nan+a)n

-anmA
M = ------  [-a sinto mA - oj costo mA) -m’n 4+4 n n n

-an(m-l)A
-(-a sinto (m-l)A - to costo (m-l)a) (4.5.4.20)4+4 n n

The spectrum is calculated in a similar manner. For a rectangu

lar pulse equation (4.5.4.17) becomes

A —s—
Fi(s) = / e stdt = -|e  ̂sinhc(sy) (4.5.4.21)

o

where sinhc(z) is defined in (4.5.2.10). Using (4.5.4.16) then 

results in
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sinhc(s |) I (4.5.4.22)

The pulse function basis set is so simple that it is possible 

to find an explicit formula for the expansion coefficients cx̂ . It is 

also possible to construct a different but very efficient algorithm 

for solving (4.4.4.1) for without performing matrix inversion. 

These topics will be explored further in section 4.6.

4.5.5 Impulse Function E-pulse

Perhaps the simplest set of basis functions is defined by

fm (t) = <5(t-mA) (4.5.5.1)

Here 6(t) is the Dirac delta (impulse) function. This basis set can 

be viewed as a special case of the pulse function basis set with

This is the case shown in Figure 4.5.4.1(b) with the pulses taking on 

zero width but finite, nonzero area.

The delta function basis set is truly a poor choice if noise

so that

M
e(t) = 7 a 6(t-mA) (4.5.5.2)

g(t) = 6(t-A) (4.5.5.3)
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level is an important consideration. Convolution will reduce to 

discrete, point by point integration which provides little averaging 

of random noise. Also, the delta function E-pulse is not continuous 

and does not have the potential of representing a unique E-pulse of 

infinite modal content (i. e. the impulse functions are not complete.)

The E-pulse matrix entries are found by substituting (4.5.5.3) 

into (4.5.4.11) and (4.5.4.12) and using the integral property of the 

delta function

/ 5(x-x0)f(x)dx =
0 0<_Xi <xQ

f (xQ) xx >_xD

which yields

= e m^cosw (t-mA)m,n n

MS = e an t̂ mA  ̂sinto (t-mA)

(4.5.5.4)

(4.5.5.5)

The delta function E-pulse spectrum is particularly simple. 

Substituting (4.5.5.3) into (4.5.4.17) and using (4.5.5.4) results in

Fi(s) = e (4.5.5.7)

and thus the spectrum is found from equation (4.5.4.16) to be 

E(s) = I ame-srnA (4.5.5.8)
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The forced delta function E-pulse holds a very intriguing 

relationship with Prony's method. It is possible to obtain the 

expansion coefficients directly from a measured response by employing 

Prony's method as described in great detail in [22] . This procedure 

has the drawback, however, of being doubly sensitive to random noise. 

Not only is using Prony's method to obtain the E-pulse from a measured 

response highly sensitive to noise (as demonstrated in section 6.9), 

but using that E-pulse for discriminating a different target response 

provides little useful averaging of the noise in that response.

4.5.6 Examples of E-pulse Waveforms

It is possible to construct a multitude of natural/forced/DC 

E-pulse/m'th mode excitation waveforms based on a certain set of 

natural frequencies. This section will present a small number of 

these, characteristic of what might be constructed for a practical 

target. Thus, only E-pulses of short duration will be considered 

(in deference to maximum available late-time.)

The natural frequencies to be eliminated (or excited) are taken 

as the first ten (of the first layer) of the thin cylinder target as 

discussed in section 5.2. These are shown in Figure 5.2.1. E-pulses 

are constructed using various basis sets by solving equation (4.4.4.1).

The first group of E-pulses have been constructed using the 

pulse function basis set (and represented using rectangular pulses) 

and the Fourier cosine basis set. Figure 4.5.6.1 shows natural 

E-pulses of minimumduration plotted against time normalized by the 

length of the cylinder, L, and the speed of light, c. Construction of
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i.l. Natural E-pulses of minimum duration synthesized using 
pulse and Fourier cosine basis sets to eliminate first 
ten modes of thin cylinder.
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these E-pulses requires a total of twenty basis functions. For the 

case of the pulse function E-pulse the minimum duration can be found 

explicitly from (4.6.1.24) and is calculated as

T = 20 —  = 2.0407 L/c (4.5.6.1)e oi10

For the Fourier cosine E-pulse the smallest duration is found via 

numerical computation to be T = 2.0446 L/c. Figure 4.5.6.2 shows 

natural E-pulses of the next largest duration. For the pulse function 

basis set this duration is

T = 20 —  = 2.2708 L/c (4.5.6.2)e tog

whereas using the Fourier cosine basis set gives the next duration 

as Tg = 2.2451 L/c. Figure 4.5.6.3 displays the natural DC E-pulse of 

lowest duration. Now a total of 21 basis functions are required in 

the synthesis. The duration of the pulse function waveform is 

calculated as T = 2.1427 L/c while the duration of the Fourier cosine 

based waveform is found numerically to be Tg = 2.1484 L/c. Note that 

the area under each of these E-pulses is zero, as required by (4.4.5.5).

Forced E-pulses of duration shorter and longer than that of the 

minimum duration natural E-pulse are shown in Figures 4.5.6.4 and 

4.5.6.5. Each requires a total of 21 basis functions. The first of 

these figures has E-pulses of duration chosen to be Tg = 1.8 L/c.

These waveforms are seen to be very oscillatory and are not at all 

similar to the natural E-pulses. The second of these figures shows

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Re
la
ti
ve
 
Am
pl
it
ud
e

74

2 . 52.00.0
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Figure 4.5.6.2. Natural E-pulses of second-smallest duration
synthesized using pulse and Fourier cosine basis sets 
to eliminate first ten modes of thin cylinder.
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Natural DC E-pulses of minimum duration synthesized 
using pulse and Fourier cosine basis sets to eliminate 
first ten modes of thin cylinder.
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a.
I

0 . 5 2.0
Normalized time t/(L/c)

Figure 4.5.6.4. Forced E-pulses of duration T =1.8 L/c synthesized 
using pulse and Fourier cosine basis sets to 
eliminate first ten modes of thin cylinder.
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Figure 4.5.6.5. Forced E-pulses of duration T =2.5 L/c synthesized 
using pulse and Fourier cosine basis sets to 
eliminate first ten modes of thin cylinder.
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E-pulses of duration chosen as T£ = 2.5 L/c. These waveforms are much

smoother, and are actually quite similar to the natural E-pulses of

Figure 4.5.6.2. Figure 4.5.6.6 displays forced DC E-pulses of

duration chosen as T = 2.5 L/c. These E-pulses require 22 basis

functions and are seen to be somewhat similar to the natural DC E-pulses

of Figure 4.5.6.3. Note that they also have zero area.

Figure 4.5.6.7 shows natural sin/cos first mode excitation

waveforms of minimum duration, each requiring a total of eighteen basis

functions. The duration of the pulse function waveform is calculated

as T^ = 1.8366 L/c, while the Fourier cosine waveform has a duration

found numerically to be T = 1.8378 L/c.

Natural sine and cosine first mode excitation waveforms of

minimum duration are displayed in Figures 4.5.6.8 and 4.5.6.9. Each

requires a total of nineteen basis functions. The first of these

figures shows the sine waveforms, with durations T£ = 1.9386 L/c and

T = 1.9405 L/c for the pulse function and Fourier cosine basis sets,

respectively. The second figure shows the cosine waveforms, with

durations T = 1.9386 L/c and T = 1.9440 L/c for the pulse and Fourier e e
cosine basis sets, respectively. Note that each waveform resembles

quite closely a full period of the first natural mode of the target.

The sine waveforms seem to approximate a sine wave of zero phase, while

the cosine waveforms seem to approximate a cosine wave of zero phase.

Figure 4.5.6.10 gives natural DC sine first mode excitation waveforms

of minimum duration. Each requires a total of twenty basis functions.

The duration of the pulse function waveform is calculated as

T = 2.0407 L/c while the Fourier cosine waveform is found to have e
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Figure 4.5.6.6. Forced DC E-pulses of duration Te=2.5 L/c synthesized 
using pulse and Fourier cosine basis sets to eliminate 
first ten modes of thin cylinder.
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Figure 4.5.6.7. Natural sin/cos single mode excitation waveforms of 
minimum duration synthesized using pulse and Fourier 
cosine basis sets to excite the first mode of the thin 
cylinder, and eliminate modes two through ten.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Re
la
ti
ve
 
Am
pl
it
ud
e 

0.
0 

0.
0 

0.
1 

0.
1 

0
.2

81

o
o

0 . 5C.O 1. 0 1. 5 2.0 2 . 5
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Figure 4.5.6.8. Natural sine single mode excitation waveforms of
minimum duration synthesized using pulse and Fourier 
cosine basis sets to excite the first mode of the thin 
cylinder, and eliminate modes two through ten.
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Figure 4.5.6.9. Natural cosine single mode excitation waveforms of
minimum duration synthesized using pulse and Fourier 
cosine basis sets to excite the first mode of the thin 
cylinder, and eliminate modes two through ten.
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.10. Natural DC sine single mode excitation waveforms of 
minimum duration synthesized using pulse and Fourier 
cosine basis sets to excite the first mode of the thin 
cylinder, and eliminate modes two through ten.
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duration Tg = 2.0484 L/c. Each of these waveforms is also very similar

to a sine wave of zero phase. Note also that each has zero area.

Figures 4.5.6.11 and 4.5.6.12 show natural third mode excitation

waveforms of minimum duration, requiring nineteen basis functions.

The first two excite a sine third mode and have duration T = 1.3386 L/ce
for the pulse basis and Tg = 1.9365 for the Fourier cosine basis. The

second two excite a cosine third mode and have durations of

T£ = 1.9386 L/c for the pulse basis and Tg = 1.9453 L/c for the Fourier

cosine basis. This time the waveforms appear to be approximating

three oscillations of the third mode.

Figure 4.5.6.13 displays forced sine first mode excitation

waveforms of duration chosen as T = 2.5 L/c. Each again approximates e
one period of the first natural mode of the thin cylinder, and are 

quite similar in appearance, although not as similar as the 

corresponding natural waveforms. Figure 4.5.6.14 shows forced third 

mode excitation waveforms of duration chosen as Te = 2.5 L/c. Each 

approximates three periods of the third natural target mode.

As a further comparison, the last three figures display forced 

E-pulses synthesized using the polynomial basis set of section 4.5.1 

to eliminate the first five natural modes of the thin cylinder target 

(and thus require eleven basis functions.) Figure 4.5.6.15 shows a 

forced polynomial E-pulse of duration chosen to be T^ = 2.05 L/c, 

quite close to the durations of the natural E-pulses found using pulse 

and Fourier cosine basis functions. It is seen that the waveform is 

very similar to the natural E-pulse waveforms of Figure 4.5.6.1.

Figure 4.5.6.16 shows a forced polynomial E-pulse of duration chosen
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Figure 4.5.6.11. Natural sine single mode excitation waveforms of
minimum duration synthesized using pulse and Fourier 
cosine basis sets to excite the third mode of the 
thin cylinder, and eliminate modes one, two, and 
four through ten.
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Figure 4.5.6.12. Natural cosine single mode excitation waveforms of
minimum duration synthesized using pulse and Fourier 
cosine basis sets to excite the third mode of the 
thin cylinder, and eliminate modes one, two, and 
four through ten.
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Figure 4.5.6.13. Forced sine single mode excitation waveforms of 
duration Te=2.5 L/c synthesized using pulse and 
Fourier cosine basis sets to excite the first mode 
of the thin cylinder, and eliminate modes two through 
ten.
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Figure 4.5.6.14. Forced sine single mode excitation waveforms of 
duration Te=2.5 L/c synthesized using pulse and 
Fourier cosine basis sets to excite the third mode 
of the thin cylinder, and eliminate modes one, two, 
and four through ten.
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Figure 4.5.6.15. Forced E-pulse of duration Te=2.05 L/c synthesized 
using polynomial basis set to eliminate first ten 
modes of the thin cylinder.
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Figure 4.5.6.16. Forced E-pulse of duration Te=2.5 L/c synthesized 
using polynomial basis set to eliminate first ten 
modes of the thin cylinder.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Re
la
ti
ve
 
Am
pl
it
ud
e

91

o

o

ID

O

o
o

Mi

OI
1. 5 2.0 2 . 50.0 0 . 5 1.0

Normalized time t/(L/c)

Figure 4.5.6.17. Forced E-pulse of duration Te=1.8 L/c synthesized 
using polynomial basis set to eliminate first ten 
modes of the thin cylinder.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



92

as Tg = 2.5 L/c. This time the resulting waveform is quite similar to 

the forced E-pulses of Figure 4.5.6.5 calculated using pulse and Fourier 

cosine functions. Lastly, Figure 4.5.6.17 gives a forced polynomial 

E-pulse of duration chosen to be T =1.8 L/c. It is very interesting 

to note that this E-pulse is not oscillatory as were the forced Fourier 

cosine and pulse waveforms of identical duration.

The similarity between the waveforms constructed using the 

various basis sets is most intriguing. Especially fascinating are the 

natural waveforms which also have nearly identical durations. This 

seems to suggest that there may be an E-pulse unique to a particular 

target. The possibility of E-pulse uniqueness will be considered in 

more depth in chapter five.

4.6 The Pulse Function E-pulse

Because of its great simplicity and noise averaging qualities 

the rectangular pulse based E-pulse will be used extensively in the 

remainder of this thesis. It is of interest, then, to investigate the 

pulse function based E-pulse in greater depth.

Equation (4.5.4.16) demonstrates that the spectrum of the pulse 

function E-pulse is composed of the product of the spectrum of an 

individual pulse multiplied by a sum of exponential factors. The 

proper linear combination of the exponential factors results in the 

E-pulse spectrum being zero at the natural frequencies to be 

eliminated. Under many circumstances this simple relationship allows 

a closed form representation of the expansion coefficients a .̂ It is 

also possible to create an efficient algorithm that, while not
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specifying them directly, will calculate the expansion coefficients 

without inverting the E-pulse matrix. Each of these techniques 

provides the option of never keeping the E-pulse entries in computer 

memory, thus eliminating restrictions on storage.

The rectangular pulse function E-pulse and the delta function 

E-pulse also provide a simple means for investigating the use of free 

parameters other than the pulse function amplitudes. It is possible 

to use non-uniform pulse function widths as the parameters to be 

adjusted to satisfy the E-pulse equations. The resulting set of 

simultaneous nonlinear equations will be solved and the E-pulse will 

be placed in perspective with respect to the previous examples.

4.6.1 Expansion Coefficient Calculation

The transmit domain definition of the E-pulse requires the 

E-pulse spectrum to be zero at the natural frequencies to be 

eliminated. For the pulse function based E-pulse, equation (4.5.4.16) 

can be substituted into (4.2.1) and (4.2.2) to provide the requirements

Assuming that F1(sn)?t0 and F1(s*)jt0 these equations can be written more 

simply as

m=l
l<n<N (4.6.1.1)

l<n<N (4.6.1.2)

l<n<N (4.6.1.3)
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M _ *
£ a e Snm = 0 l<n<_N (4.6.1.4)

m=l m

which can be represented in matrix form as a simplification of 

equation (4.4.3.4). Defining

allows equations (4.6.1.3) and (4.6.1.4) to be written as

£ = 0 l<n<_N (4.6.1.7)

M
£ a (z*)m = 0 l<n£N (4.6.1.8)

m=l m

Now, since z #0 and z*^0, one power of z and z* can be divided out n n
to give

M-l
7 a ,zm = 0 l<n<N (4.6.1.9)
Ln m+1 n ---m=0

M-l
Tct .(Z*)m = 0 Kn<N (4.6.1.10)
un m+I n ---m=0

Analysis of these two equations proceeds along slightly 

different lines for the natural E-pulse and the generalized forced 

E-pulse. Thus, the two cases will be considered separately.
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I. Natural E-pulse

For a natural E-pulse (which will be generalized to a natural 

single mode excitation waveform later) the number of basis functions 

required in the expansion is M = 2N. Thus, equations (4.6.1.9) and

(4.6.1.10) become

2N-1
I = 0 lln<N (4.6.1.11)

m=0 n

2N-1
I a +1(z*)m = 0 l<n<N (4.6.1.12)

m=0 m n

Writing these in matrix form results in

1 Z1 .. 2N-1 
“ Z1 “1 0

1 Z1 zf -
2N-1

■* Z1 a2 0

1 ,2 .. 2N-1
Z2 2 ’* Z2 =

1 7*N z*2N
.2N-1

ZN a2N 0

or

AS = 0 (4.6.1.14)

Note that the rows have been arranged in a slightly different manner 

than in equation (4.4.3.4). This is merely to provide a more 

convenient notation.

Since equation (4.6.1.14) represents a set of 2N homogeneous
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linear equations in the 2N unknown expansion coefficients a, a 

solution is possible only if the matrix is singular. This requires

det ( A ) = 0  (4.6.1.15)

Close inspection of the matrix A reveals that its determinant is one

of a special group of determinants called "alternants" (determinants 

generated from alternating functions.) It is fairly common in 

mathematics and is sometimes referred to as the Vandermonde 

determinant [24] . Its value is given the notation 4^ and can be 

expressed as the difference product [24]

det ( A ) = 4  (z1,z*, ... ,z^,z*)
(4.6.1.16)

n (w. - w.)
l<i<j<_2N 2 1

with the matrix entries ordered as

A simple 4x4 example may clarify this notation
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1 W1
1 W2 W2 w32
1 W3

t.t2
3 W3

1 w.

= (w4-w3) (Wit-w2) (Wit-Wj.) (W3-W2) (W3-Wj) (W2-W! )

It is apparent from equation (4.6.1.16) and the 

that the matrix A will be singular if and only if - 

some i and j. Each of four possible combinations can b 

quite easily. Consider first the possibility (z^ - ẑ ) 

This implies

e ^^(cosw^A - jsinw^A) = e ^^(cosaj^A - jsinu^A

Or, equating real and imaginary parts

-am A . -crpAe 111 coscu A = e cosw Am n
(

• A -anA •e m sinu A = e sxnw Am n

Obviously both equations cannot hold simultaneously for

a , o , u ,  and to . Thus n m n m

z - z ^ 0 m^nm n

(4.6.1.18)

above example 

Ŵ .) = 0 for 

e examined 

= 0, m^n.

) (4.6.1.19)

4.6.1.20)

arbitrary
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Similar reasoning results in

z* - z 5̂ 0 m^nm n
(4.6.1.22)

z - z* + 0 m^nm n

Now consider (z - z*) = 0. This implies m m

e 'm-cosco A = e CTm̂ cosm A m m
(4.6.1.23)

-omA . . -amA .- e “ sinu) A = e m  sxnai Am m

which are satisfied if and only if

A = ^  p = 1,2,3,... l<m<_N (4.6.1.24)
m

Note that this implies that the smallest possible duration of the 

natural pulse function E-pulse is

T = 2N—  (4.6.1.25)
“h

where is the largest natural frequency (imaginary part) to be 

eliminated.

With A given by (4.6.1.24) the matrix A becomes singular.

The expansion coefficients can be solved for by letting a„,T = 1 andZN
eliminating the equation involving where
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“k

Bringing the last column of equation (4.6.1.13) to the right hand 

side results in the reduced matrix equation

1 wx 

1 w,

wf - 2
t,2N-2

W2N"22k-l
w2N“22k+l

W2N‘22N

al ' '

a2 w f-1

2N-1
2k-l= -

„2X-1
2k+l

a2N-l , . 2N

This equation is now in a form which can be solved using standard 

matrix techniques. However, it is also in a form conducive to solution 

using Cramer's rule and a special theorem from alternants.

Cramer's rule is usually not employed to solve large systems of 

equations due to the tremendous number of arithmetic operations 

required to calculate the determinant ratios (as compared to Gaussian 

elimination, or similar methods.) In the case of equation (4.6.1.27), 

though, the determinant ratios take a special form which can be 

calculated quite quickly using the following identity from the theory 

of alternants [25]
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— ------------------------------------- = P . (4.6.1.28)
h n-1

Z (a-i >a2, ... an)

where I*n_i is the sum of the products n-i at a time, without 

repititions, of the quantities a^, ..., a .̂ For example

P^ 2 = ala2 + ala3 + aiai+ + a2a3 + a-z3-1* + a3a  ̂ (4.6.1.29)

Thus, Pn ^ is the ratio of the difference product with the i'th power 

omitted to the original difference product.

Application of Cramer’s rule to (4.6.1.27) results in the 

solution for the n'th expansion coefficient. This is accomplished by 

replacing the n’th column of the matrix with the column vector on the 

right hand side, and taking the ratio of the determinant of the 

resulting matrix to the determinant of the original. Thus
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1 Wj ••• w^~2 w 2N 1 w*

1 w ... wT2 wf'1 wj

with the minus sign being carried over from the right hand side vector. 

Now, the right hand side vector can be moved through the matrix so that 

it finally resides in the last column of the matrix by repeatedly 

swapping it with the column to its right. However, the theory of 

determinants requires the sign of the determinant to change whenever 

two columns are interchanged. Thus, (4.6.1.30) can also be written as

1 w2 •• w*-2 <  ..• • v f-1

1 w2 •• « r2 ^  ..

(4.6.1.31)
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This is -exactly the form needed to employ equation (4.6.1.28). Thus, 

the n'th expansion coefficient can be written explicitly as

(-1) P,. (4.6.1.32)

where P involves the factors W-t, W2, —  , W01 ., W01 ,, —  , W0„.1 2k-1 2k+l 2N
It is not obvious at first that the sum of products of the complex 

factors W will result in a real value (as the pulse amplitudes must 

surely be), but grouping terms in complex conjugate pairs soon makes 

this apparent.

Besides providing an explicit formula for the expansion 

coefficients, equation (4.6.1.32) represents several improvements over 

solving (4.6.1.27) using standard matrix methods. First, it eliminates 

the necessity of having a large number of matrix elements in computer 

memory simultaneously, as required with Gaussian elimination. Second, 

only the 2N complex factors Wj, ... , need be calculated as opposed 

to the N2 matrix elements. Lastly, equation (4.6.1.32) eliminates the 

error accumulated during Gaussian elimination due to repeated row 

operations.

A simple two mode E-pulse example should clarify the use of 

equation (4.6.1.31). For the case of two modes (4.6.1.14) becomes

Hf

W2 “1

W3 W23 W33

"4
t.t2”4 t.t3

'"4

®1 0

ct2 0

a3 0

-4 0

(4.6.1.33)
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(4.6.1.34)
W2 = z* = e"S*A = z*

Now, choose the E-pulse duration using (4.6.1.24) as

A = —— (4.6.1.35)U)2

which corresponds to the smallest duration if oj2 > . Reduction of

the matrix yields

1 Hl w* 1 “1

1 ”2 “1 a2 *?

1 W3 H3 . a3 «I
(4.6.1.36)

with set equal to 1. Applying (4.6.1.32) results in

oi = - P3_0 = - W!W2W3 = - zlZ*z2 

_ -(2ox + c2)A (4.6.1.37)

a2 = P3_1 = WXW2 + WxW3 + W2W3 = zjZ* +z2(zx+z*)

= e CTlA(e - 2e °2AcosioiA) (4.6.1.38)
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a3 = - P3_2 = - (W], + W2 + W3) = -z2 - (Zj+z*)

= - 2e Cl ĉosco].A + e (4.6.1.39)

In particular, if the first two natural frequencies of the thin 

wire target are used (as given in Figure 5.2.1), the expansion 

coefficients become

ax =1.602 a2 = 1.170

It is important to remember that this analysis does not depend upon 

the individual pulse shapes. Thus, the results given by (4.6.1.40) 

could represent the amplitudes of triangle pulses, delta functions, 

or pulses of any desired shape.

It is interesting that, in particular, and a2N_i are easily 

generalized for an N mode E-pulse

(4.6.1.40)
a3 = 1.104 on* = 1

with the E-pulse duration

T = 4A = e 0)2 C = 2.092 - c (4.6.1.41)

061 " P2N-1 = - (-l)Pe"ffkA n (z.z*) 
i=l 1 1
i#k

(4.6.1.42)
i=l
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i=l
itfs

(-l)Pe - 2 £ e a^cosu.A (4.6.1.43) 
i=l 1

where A = pir/û , p=l,2, ..., and W2^_^ = (-l)Pe Thus, the first

and last amplitudes (a2jj previously assumed as 1) of the minimum 

duration natural E-pulse (p=l) always have the same sign. Without 

knowing the specific values of the natural frequencies to be eliminated 

it is impossible to tell the sign of a2N-l‘ is a^so cluite difficult 

to write out the algebraic expression for an arbitrary a when N is 

large. For example, the simplest remaing expansion coefficient to 

represent is oc2- By grouping terms properly this can be written as

N N N
“2 = w 1 I C(z +Z*) n z z*] + n z z*

1=1 1 j=l 22 j=l 2 2
i#c j^i j#c

jifc

= (- (-l)Pe+a^  II e ((-l)Peâ -2 £ eai ĉosu).a)
j=l i=l

This latter form is the result of quite a bit of manipulation and is

seen to be the product of two terms. The first is merely ax while the

second is , with a -a.2N-1
Extending the analysis to the case of sin/cos single mode

(4.6.1.44)
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excitation is straight forward. The factors corresponding to the mode 

to be excited must be left out of P. Thus, the E-m-pulse expansion 

coefficients are given by

where P involves Wj, ... , W2k_i’ W2k+1’
Note that in A = pir/m̂  the case 

It is also possible to extend this analysis to the DC E-pulse. 

A DC E-pulse requires one additional equation to satisfy (4.4.5.6). 

Using equation (4.5.4.16) results in

2N
T a = 0
n mm=0

where one additional basis function has been added to accommodate the 

additional constraint. With this, equation (4.6.1.13) becomes

A -1
1 z* z*2

“1

a2

z* z*r h h
1 1

Using (4.6.1.16) the widths of the pulse functions are seen to be
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unaltered from those of the non-DC E-pulse

but due to the extra basis function the duration of the E-pulse is 

slightly larger. The pulse function amplitudes can then be found a;

(4.6.1.49)

II. Forced E-pulse

It is also possible to derive a relationship analogous to

(4.6.1.32) for the forced E-pulse. For the derivation to work, 

however, this E-pulse must have a forcing component consisting of one 

identical pulse basis function. This allows equations (4.6.1.9) and

(4.6.1.10) to be written as

2N
I a ^ z m = 0 l<n<N (4.6.1.50)m+1 n ---m=0
2N
I a ^,(z*)m = 0 l<n<N (4.6.1.51)
u .. m+1 n ---m=0

where one more basis function has been used than in the natural 

E-pulse development. In matrix form these equations become
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1 Z1 Z1 *
2N 

* Z1 “1 0

1 z*1 z*2 • *2N * z* “2 0

1 Z2 «! *
2N 

• Z2
-

1 ZN zf  •
*2N 

* ZN tt2N+l 0

Since there is one more free parameter than there are equations, this 

matrix equation has no unique solution. It is necessary to specify 

one of the parameters and solve the resulting inhomogeneous system of 

equations. Letting = 1 and movin8 the last column to the right

hand side results in

1 w, • • •  w f -11 al

. 1 W2N **
2N-1 

* W2N , . “ 2 N  J

- (4.6.1.53)

applications of Cramer's rule and equation (4.6.1.28) yields the 

solution for the expansion coefficients as

(4.6.1.54)

where P involves all the factors Wj, ...
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A simple example involving a two mode E-pulse demonstrates the 

ease of using equation (4.6.1.54). Letting W^, ... , be defined as

in (4.6.1.34) the expansion coefficients become

“1 = P4-0 = = (V *)(V *)

= e‘2(CTl+a2)A (4.6.1.55)

a2 = -P4_1 = -(W1W2W3 + W1W2Wl+ + WIW3W1+ + W2W3W4)

= -(Zlz*)(z2+z*) - (Z2Z*)(Zl+z*) (4.6.1.56)

= -2e âl+a2^^e cl̂ cosa)2A + e a2AcosuiA)

a3 = P4_2 = WXW2 + WXW3 + WxWî  + W2W3 + W ^  + W3Wj*

= (Zl+Z*)(Zz+Z*) + (Zl+Z*) + (z2+Z*) (4.6.1.57)

= 4e âi+°2^AcosojiAcosoj2A + 2e °iAcosojiA +

+ 2e a2Acosu2A

a* = -P4_3 = -On + W2 + W3 + W,,) - -(zx+Z*) - (z2+Z*)

= -2e GlAcoso)iA - 2e G2Acosu>2A (4.6.1.58)

where c5 has been set equal to 1. Note that A has not been specified

in these equations. Any E-pulse duration that does not force the

matrix in (4.6.1.53) to be singular can be used, and thus the E-pulse
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can be made as short as desired. This was not the case with the natural 

pulse function E-pulse, which had a minimum duration given by 

(4.6.1.25).

In particular, and can be generalized as 

= P2N =

■ n e"2°iA 
i=l

(4.6.1.59)

°2N = 'P'2N-(2N-1) J 1(2i+Zi)

= -2 I e-CJi cosu.A (4.6.1.60)
i=l 1

Thus, the first and last pulse amplitudes (a2N+1 previously set equal 

to one ) always have the same sign, exactly as with the natural E-pulse 

of minimum duration.

Extending this analysis for the case of sin/cos single mode 

excitation is quite easy. It requires only that the factors 

corresponding to the mode to be excited be left out of P. Thus, the 

expansion coefficients of the sin/cos E-m-pulse are given by

where P involves W1, ... , W„ but not W0
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The forced DC E-pulse is also quite simple to analyze. The 

amplitudes are given by

(4.6.1.62)

where P involves W1, ... , W , 1.

Equations (4.6.1.32) and (4.6.1.54) have provided explicit

formulas for calculating the expansion coefficients of a natural and

a forced pulse function based E-pulse. However, their usefulness in

actually computing the coefficients has only been demonstrated for

a small number of modes (namely, two.) The question remains as to

whether these simple representations are feasible when the number of

modes to be eliminated is large.

The important parameter to calculate in reference to computer

computation is the number of multiplications required to find

a. , __ , a. . If this number is excessively large in comparison to1 2N
standard matrix solving routines then it does not represent a feasible 

method.

Let

l”J ' c° *

which is the binomial coefficient corresponding to the combination 

of n things taken r at a time. With this, the total number of terms
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added together to calculate all the a's for a natural E-pulse can be 

written as

T  (T1)k=i k J

2N-1
(4.6.1.64)

k=l ' “ 1

The total number of multiplications required is found by considering 

the number of multiplications involved in each term. This is just

2N_1 Tow i)
M+ = (k'1}l k j (4.6.1.65)

By examining the form of P it is found that the number of multipli

cations required can be reduced considerably if intermediate results 

are stored in the computer's memory. Then each additional a adds only 

one additional multiplication per term. Using this procedure requires

m = T - (2N-1) (4.6.1.66)

total multiplications. The additional storage needed by this method is

I = (2N-1)!
I N'(N-l)' (4.6.1.67)Jk=l,2,... ,2N-1

complex terms stored.

M+, T, and m can be calculated explicitly with the help of the 

following formulas [26]

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Combining (4.6.1.68) and (4.6.1.69) gives

I M  = 2-2n_1 - 1 = 2n - 1 (4.6.1.71)
k=l |kJ

which results in

(k-l)[jj = 2n_1(n-2) + 1

(4.6.1.72)

(4.6.1.73)

Now, using (4.6.1.70) yields

I (k+l)("l = 1 + 1  (k+l)fc]
k=0 k=l V J

= 2 n_1(n+2)+l (4.6.1.74)

(4.6.1.75)
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It is informative to calculate M+, S, and m for a three mode 

and a ten mode E-pulse. The results are

3 modes 10 modes

M+ 49 3 932,,161

m 26 524,,268

S 10 92,,378

Thus, a ten mode E-pulse requires nearly four million multiplications. 

This can be reduced to about half a million by saving intermediate 

results, but only at a cost of storing 92,000 complex numbers. 

Remembering that Gaussian elimination for n equations requires about 

n3/3 multiplications (or about 2300 for a ten mode E-pulse) suggests 

that equations (4.6.1.32) and (4.6.1.54) are not feasible for 

calculating the expansion coefficients directly. This does not mean 

that those equations are worthless, however, for they provide a wealth 

of general information about the behavior of the pulse function 

amplitudes.
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4.6.2 Natural Sine and Cosine E-m-pulse Duration

It would seem at first that the method of the preceeding 

section could be applied in a straight forward manner to construct 

natural sine or cosine single mode excitation waveforms. Unfortu

nately, the added requirement (4.4.7.20) or (4.4.7.25) for transmit 

domain synthesis results in an E-pulse matrix that is not amenable to 

solution using the techniques of section 4.6.1. It is possible, 

though, to solve explicitly for the discrete E-pulse durations. This 

is very helpful, since it eliminates the need for a search procedure.

The natural E-m-pulse durations are calculated by demanding 

that the determinant of the E-pulse matrix be zero. The matrix 

entries for a pulse function based E-pulse are found using the E-pulse 

spectrum (4.5.4.16), equations (4.4.7.20) and (4.4.7.25) and equations

(4.2.1) and (4.2.2). The resulting matrix equation can be written as

6 z ±B*z* B z2±B*z*2 ••• B z2N 1±S*z*2N * al 0m m  m m  m m m m  m m  m m

1 Wi ••• w2N~2 a2 0

1 w2 w2N~2

2N-2
1 W2m-2 *'* 2m-2

„2N-2
W2m+1 * * ’ 2m+l

2N-2
1 W2N -  2N j a2N-i 0

(4.6.2.1)
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which is directly analogous to (4.6.1.13) from the previous section. 

In (4.6.2.1) the m'th mode is to be excited, the plus sign 

corresponds to a sine E-m-pulse and the minus sign to a cosine 

E-m-pulse, the W’s are defined in equation (4.6.1.17), the z’s are 

defined in (4.6.1.5) and (4.6.1.6), and

Bm = F ^ s ^ e 8®* 

8* = F ^ s ^ e 8®*

(4.6.2.2)

(4.6.2.3)

where Fj(s) is defined in (4.5.4.17).

It is apparent that the above matrix equation cannot be put 

into a form to utilize (4.6.1.28) and so a solution for the expansion 

coefficients by the method of section 4.6.1 is not possible. However, 

it is possible to calculate the determinant explicitly, using the 

following rule [27]

all + ai2 + a;2 alN + alN
a21 a22 a2N

det =

aNl aN2 aNN j

ail ai2 alN ail ai2 *'" alN

* det a21 a22 *** a2N
+ det

a21 a22 *'“ a2N

. aNl aN2 am  ; . aNl aN2 aNN

(4.6.2.4)
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Setting the determinant of the matrix in (4.6.2.1) equal to zero and 

employing (4.6.2.4) yields

B z n (w.-w.) ± b* z* n (w.-w.) = om m  j l m m  j l
1li< 3±2N 1<i<j<2N (4.6.2.5)

i^2m #2m-l

As with the E-pulse analysis this requires

z, - z* = 0 (4.6.2.6)k k

for some k, or

A = SJL p=l,2,3,__ k£n (4.6.2.7)
“k

Note that in this case A = pir/û  is not allowed since equation (4.6.2.5)

does not involve the term (z - z*).m m

4.6.3 Expansion Coefficient Calculation Algorithm

Section 4.6.1 presented a method for calculating the E-pulse 

expansion coefficients for a pulse function based E-pulse without using 

standard matrix solving routines. There was no excessive storage 

requirement, but the number of arithmetic operations needed was shown 

to be prohibitive. It is possible to take a different approach which 

allows the choice of one of two distinct advantages: 1) no storage

requirement, but arithmetic complexity similar to Gaussian
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elimination; or 2) storage equivalent to Gaussian elimination but 

a much smaller number of arithmetic calculations. Neither routine 

uses elementary row operations for reduction to triangular form, and 

thus are not as sensitive to matrix conditioning as Gaussian 

elimination. Each routine basically performs only the back substi

tution portion of the Gaussian method.

The algorithm is based on the following relationship [28]

1 Wl Wf ... fl
1 w2 w§ ••• w f 2 f2

1 w3 w| ... w f 2 f3

f.'1

<̂W1'W2 V +
(W1-W2)(W1-W3) ... (Wi-WM)

(W2-Wl)(W2-W3) ••• (W2-^) (VW1)(V W2) *’* (VVi}

j=l
i H

(4.6.3.1)

where is given in (4.6.1.16). This identity is easily developed

by expanding the determinant in the numerator in minors, each of which
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is a Vandermonde determinant. It is a fundamental formula in the 

calculus of finite differences where it is used to calculate the M-l’th 

finite difference derivative.

The algorithm is slightly different for the natural and forced 

E-pulses, so each case will be considered separately.

I. Natural E-pulse

The matrix equation to be solved for the case of the natural 

pulse function based E-pulse is given in (4.6.1.27) where it has been 

assumed that the E-pulse duration is given by A = pir/tô . Thus, the 

row containing powers of has been eliminated. The general algorithm 

for calculating the expansion coefficients is then as follows:

1. Solve for by using Cramer's rule and (4.6.3.1).

2. With , known, reduce the order of the matrix by multi-2N-1
plying the final column by a2N-l ’ mov^nS it: t0 the right 

hand side, and eliminating the last equation.

3. Repeat until all the a’s are computed.

Note that there is ho need to create the matrix in (4.6.1.27) and 

thus very little computer storage is required.

If storage equivalent to that consumed by the matrix is 

allowed, an alternative, very efficient algorithm can be constructed.

The expansion coefficients can then be solved for as follows:
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1. Effectively eliminate the row containing by letting 

for l<m<N

where z and z* are defined in (4.6.1.5) and (4.6.1.6). m m

2. Create an array D storing the required difference products. 

Its entries are given by

= (W-W,)

(W.-W -)D. . . i>j
J 1+1 i-l.J “

for i=2,3,...,2N-2; j=l,2,...,2N-1

3. Let f. = -w211"1 for l<i<2N-ll i  ---

4. Let m = 2N-1

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



121

5. Repeat until m=l

a) “m = X  D T T °R “l = fli=l m-1,i

b) f. := f. - a W^-1 for l<i<ni i m i ---

c) m := m - 1

Here := represents the replacement of the quantity on the 

left with the quantity on the right.

It is seen that for a given column each additional entry in the 

array D requires only one additional multiplication. Thus the number

of multiplications needed to fill D is

= (2N-1)(2N-2) (4.6.3.2)

Steps 5a and 5b require another

Ma = (2N-1)(2N-2) (4.6.3.3)

multiplications and divisions. Thus, the total number of important 

arithmetic operations required is

M.J, = 2(2N-1) (2N-2) « 8N2 (4.6.3.4)
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On the other hand, Gaussian elimination requires

Mg «, I(2n- D 3 « (4.6.3.5)

or, N/3 times as many multiplications and divisions. Note also that 

less multiplications of W are needed in step 5b than in filling up the 

matrix in (4.6.1.27) if an additional vector storing the m'th power 

of is used. Then at each iteration 1 is calculated by merely 

dividing out one power of W^.

II. Forced E-pulse

This method can be extended quite easily to the case of a

forced E-pulse. It does not require the restriction, as did the

analysis of section 4.6.1, that the forced E-pulse have a forcing

component consisting of one identical pulse basis function.

Consider the E-pulse shown in Figure 4.4.4.1. It is composed

of a forcing component e^(t) extending from t=0 to t=T^ and an

extinction component e8(t) made up of 2N pulse functions extending

from t=T, to t=T . This can be written as f e

e(t) = e^(t) + e£(t) (4.6.3.6)
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1 Tf+(m-l)A<t<Tf+mA 

0 elsewhere

The spectrum of this E-pulse is found using (4.4.1.1"

E(s) = E (s) + E (s)

E (s) = f  e (t)e_Stdt

2N Tf+mA = [ a  J g(t-(m-l)A-T )e'Stdt
m=l m Tf+(m-l)A

The integral in (4.6.3.11) can be simplified using t

u = t-(m-l)A-T

e, 2v t x -su -s((m-1)A-Tf) ,E (s) = I am J g(u)e e du
m=l o

(4.6.3.8)

to be

(4.6.3.9)

(4.6.3.10)

(4.6.3.11)

e substitution

(4.6.3.12)

(4.6.3.13)
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which can be written more simply as

2N
(s) = F1(s)es(A+Tf) I ame_SmA (4.6.3.14)

m=l m

where F1(s) is given by (4.5.4.17). Invoking the transmit domain 

definition of the E-pulse (4.2.1) and (4.2.2) results in

2N
Ef(s ) + F1(sn)eSn(A+Tf) I ame-SnmA l<n<_N (4.6.3.15) 

n n m=l m

Ef(s*) + F (s*)eSn(A+Tf) e"SnmA l<n<_N (4.6.3.16)

Rearranging yields

2N f
y a e-sntm-1)4 = -e- V f  1 4 1 4  1<„<N (4.6.3.17)

m=l m 1 (St1̂  ---

yNa e-sS(m-l)A = _e"S*Tf E ,(s| ), 1<n<N (4.6.3.18)
m=l m F1 n

Writing this in matrix form gives

1 W, W2 • •. wf"1 ' aX fl
1 w2 w| ••• wf"1 a2 f2
1 w3 wI ..• wf"1

_

. 1 W2N W2N ••. w2N_12N j . “2N . . f2N .
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where

f.

f.

■2k

'2k -l (4.6.3.20)

(4.6.3.21)

The expansion coefficients are now readily obtainable. Either of the 

algorithms discussed in this section can be used to solve equation 

(4.6.3.19).

4.7 Nonlinear E-pulse Calculation

The bulk of this chapter has considered E-pulses constructed 

from a linear combination of basis functions with the amplitudes of 

the functions representing all the free parameters. This is in 

essence a linear problem since the unknown amplitudes are described by 

a system of linear equations. It is also interesting, and informative, 

to investigate the behavior of E-pulses constructed using a group of 

free parameters not entirely composed of basis function amplitudes —  

leading to a nonlinear problem for E-pulse solution.

The pulse function basis set provides an ideal vehicle for 

investigating nonlinear solutions. The durations of the pulses are 

easily incorporated as free parameters in solving (4.4.1.6) and

(4.4.1.7). Also, because of the vast amount of pulse function analysis 

already undertaken in this chapter, there are ample results for 

comparison.

The very simplest example reveals an interesting connection
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between nonlinear E-pulse analysis and the previously defined natural 

E-pulse. Consider an E-pulse consisting of two delta functions 

designed to eliminate a single natural mode, as shown in Figure 4.7.1. 

The first impulse is placed at t=0 and has an amplitude selected as 

unity. The two remaining parameters —  the height, A, and time 

position, T, of the second impulse —  are determined by solving the 

system of two nonlinear equations given through (4.4.1.6) and

(4.4.1.7) as

1 + AcoswTe = 0  (4.7.1)

(4.7.2)

where s = a+jw is the natural frequency of the single mode to be 

eliminated. The solution is by inspection, and yields from equation

(4.7.2)

T = ^  p=l,2,... (4.7.3)

and then from (4.2.3)

A = eaT(-l)P+1 (4.7.4)

This is recognized as merely a one mode natural E-pulse, with duration 

and amplitudes verified by using (4.6.1.24) and (4.6.1.32). Solving 

for the duration (the nonlinear variable) is essentially the same step
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e(t)

Two delta function E-pulse. Free parameters are 
position and amplitude of second impulse.

i.7-2. Three delat function E-pulse. Free parameters are 
positions of second and third impulses.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



128

necessary to obtain a solution to any natural E-pulse problem (not 

just pulse function based.) Thus, natural E-pulses represent the 

solution to a combined linear/nonlinear problem, with the nonlinear 

problem involving only one variable (Tg), and the linear problem 

involving the remaining 2N-1 basis function amplitudes (where N is the 

number of modes to be eliminated) for a total of 2N free parameters, 

as required.

The next simplest example is to construct a three delta function 

E-pulse to eliminate one natural mode, as shown in Figure 4.7.2. The 

first impulse is placed at t=0, and the amplitudes of the impulses are 

chosen to be 1, 2, and 2, respectively. Equations (4.4.1.6) and

(4.4.1.7) then require

cosml^e + cosu^e Q^2 = ~ \  (4.7.5)

sinu^e + sinio^e = 0  (4.7.6)

where Tj and T2 are the time position of the second and third impulses. 

This system of nonlinear equations can only be solved numerically. 

Depending on the values of a and to there may be one solution or more, 

or perhaps none at all. As an example let a = -0.1 and u = 1.0. 

Equations (4.7.5) and (4.7.6) can then be solved individually and 

plotted as shown in Figure 4.7.3. The point where the two solutions 

intersect gives the solution to the system of two nonlinear equations: 

Tj = 3.76, T2 = 0.90, and an E-pulse with nonuniformly spaced 

impulses.
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1.0

= 3.76
0.5

0
4.03.53.0 TT

Figure 4.7.3. Graphical solution for impulse positions.

e(t)

Figure 4.7.4. Two pulse function E-pulse. Free parameters are 
pulse widths.
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A case similar to the first, but more interesting, can be

constructed by using two rectangular pulses rather than delta

functions. The E-pulse shown in Figure 4.7.4 is composed of two

pulses of preselected amplitudes Aj and A2. Solving the system of two

nonlinear equations described by (4.4.1.6) and (4.4.1.7) results in

the durations and T2. This is done graphically, as with the last

case. To make the results more relevant assume a = -0.2601 and

a) = 2.906, corresponding to the first (normalized) natural frequency

of the thin wire scatterer. Then, letting A^ = 1 and A2 = 0.75489

results in T]_ = 1.081 and T2 = 2.162, the results expected from

working backwards from the solution for a natural E-pulse. Changing

the pulse amplitudes results in different durations, as verified by

letting Ai = 10 and A2 = 1, yielding Tj = 0.0488 and T2 = 1.845.
\

Increasing the amplitude of the first pulse in the two pulse 

example reveals an intriguing trend. As the amplitude is allowed to 

increase without bound, the resulting solution for the durations shows 

that the area under the first pulse and the total duration of the 

E-pulse waveform approach constants. That is, the E-pulse 

approaches a waveform consisting of a delta function followed by a 

singule rectangular pulse. This is shown in Figure 4.7.5. The product 

of the amplitude and duration of the first pulse is found to be 

asymptotic to 0.4622, while the duration of the second pulse 

approaches T2 = 1.8211.

It is interesting to analyze exactly the waveform to which the 

E-pulse is converging. Consider a delta function followed by a 

rectangular pulse. Equations (4.4.1.6) and (4.4.1.7) demand
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.0

,9 1.8211

8

2 31

Figure 4.7.5. Convergence of the E-pulse duration, and convergence 
of the first pulse to an impulse.
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■(-acoswT + usiiuoT ) +

-(-osinwT - ucoswT ) +

-(-ocoswT + usiiuoT ) H--------= 0  (4.7.7)e e 2, 2Jct -Ho

= 0 (4.7.8)

where T£ is the duration of the waveform. Analyzing this as a natural

E-pulse (that is, the amplitude of the impulse, A^, and the amplitude 

of the rectangular pulse, A2, are not prespecified) requires that the 

determinant of the matrix of coefficients be zero, resulting in

Using the first natural frequency of the thin cylinder, the first two 

roots to this characteristic equation yield: Te = 1.82094,

Ax/A2 = 0.46225, and Tg = 2.48267, A1/A2 = -0.52698. The first 

solution is recognized as the waveform to which the two pulse 

E-pulse appears to converge, verifying the earlier observations.

Solutions to more complex nonlinear E-pulse problems cannot be 

solved efficiently using the graphical method described earlier. It 

is necessary to employ a computer routine to solve the resulting 

system of nonlinear equations. A program has been developed which 

incorporates such a routine, allowing the specification of pulse 

amplitudes and solving for the pulse widths. As an example, consider 

the construction of a four pulse E-pulse designed to eliminate the first 

two natural modes of the thin cylinder. Specifying the amplitudes as 

Ax = 0.721, A2 = 0.527, A3 = 0.497, and A^ = 0.45 results in Tx = 0.523,

'e(-osino)T - wcosrnT ) + u = 0 (4.7.9)
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T2 = 1.046, T3 = 1.569, and = 2.092. This is the expected solution 

obtained by working backwards from the solution to the natural E-pulse, 

and is plotted in Figure 4.7.6. However, choosing Aj = 1, A2 = 0.58,

A3 = 0.49, and A4. = 0.45 results in the E-pulse shown in Figure 4.7.7, 

with duration Tg = 2.0063. Lastly, choosing Aj = 355 and keeping 

A2 = 0.58, A3 = 0.49, and A^ = 0.45 results in the E-pulse plotted in 

Figure 4.7.8 with duration 1.9353. Increasing A^ further results again 

in the first pulse converging to a delta function, with the following 

pulse durations also converging to specific values. It is quite 

interesting to see how the last three pulses define a shape that 

changes very little as the first pulse amplitude is increased without 

bound. With their amplitudes fixed, the durations take on values 

which seem to mold the pulses to this particular shape. This phenome

non will be considered in more detail in chapter five when 

uniqueness of the thin cylinder E-pulse waveform is discussed.
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t.7.6. Two mode natural E-pulse reconstructed via nonlinear 
E-pulse analysis.

e(t)

.0

2.01.0 1.50.5

-.7.7. Two mode E-pulse synthesized via nonlinear E-pulse 
analysis.
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-.7.8. Two mode E-pulse synthesized via nonlinear E-pulse 
analysis.
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CHAPTER 5

E-PULSE DISCRIMINATION

5.1 Introduction

The previous chapter considered the construction of various 

types of E-pulses using many different kinds of basis sets. This 

chapter will continue the investigation of the E-pulse concept, 

applying it to discrimination between differing theoretical targets.

E-pulses constructed from two different basis sets will be 

considered in detail. The first, the rectangular pulse basis set, is 

very easy to use, while the second, the damped sinusoid basis set (and 

its relative, the Fourier cosine basis set) has potentially useful 

frequency domain properties. They will be used to construct various 

E-pulses and single mode excitation waveforms which will in turn be 

convolved with theoretical thin cylinder target responses, and a 

comparison will be made between the results.

5.2 The Thin Cylinder Target

Verification of the E-pulse concept and experimentation with 

various E-pulse waveforms is most easily carried out using a theoretical 

response. The SEM analysis of a thin conducting cylinder has been 

carried out by various authors [14], [l7] and its scattered field 

impulse response becomes an excellent guinea pig for testing E-pulse

136
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merit.

The geometry of a thin circular cylindrical scatterer of 

radius 'a' and length L and its orientation with respect to a 

transient excitation field is shown in Figure 5.2.1. The angle 9 

represents the target aspect for the case of backscattered reception. 

Solving equation (2.3.3) results in the natural frequencies or this 

scatterer. These have been calculated by Tesche [l4] within the bounds 

of the thin wire approximation (see chapter 7) and are found to occur 

in "layers" in the complex frequency plane. The lower portion of the 

first layer makes the most important contibution to the late-time 

response since it contains the frequencies with the smallest real 

pares. That is, the modes corresponding to this range of rrequencies 

will damp the slowest. The values of the first ten of these first 

layer frequencies (one half of a set of complex conjugate pairs) are 

also shown in Figure 5.2.1, corresponding to L/a = 200. They are 

normalized by irc/L, where c is the speed of light in free space.

The backscattered field response of the thin cylinder target 

is calculated by determining the coupling coefficients (2.3.6). The 

result is, of course, dependent upon the aspect angle 9. Assuming 

plane wave excitation as in (2.4.1), the magnitude of the far zone 

backscattered electric field is found using (2.2.12) to be

Eb S (r,s) = Eq E(s ) 21og(L/a)-l r

(5.2.1)
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sn/ (cir/L)

1 -0.0828 + j0.9251
2 -0.1212 + j 1.912
3 -0.1491 + J2.884
4 -0.1713 + J3.874
5 -0.1909 + j4.854
6 -0.2080 + j5.845
7 -0.2240 + j6.829
8 -0.2383 + j 7.821
9 -0.2522 + j8.807
10 -0.2648 + j9.800

Figure 5.2.1. Orientation for thin cylinder excitation and first 
ten natural frequencies.
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where r is the position vector measured in a coordinate system local 

to the target, r = |r|, the one way transit time is

T = - cose (5.2.2)c

and the class-2 coupling coefficients have been used (see [l7]).

Here also, E(s) is the Laplace transform of the incident field waveform 

e(t). In the late-time equation (5.2.1) can be written in the time 

domain as

EbS<?’'> ' Eo S ^ H i  j1tE(s»)C»Csn)'S”(t’l/t> +
+ E(s*)C (s*)eSn(t*r/c)) (5.2.3)

C (s) = — -—  —  [ lzCziIn.e.~ST | 
n (mr)2 C *• ^sTj2 + 1 J

E(s*) = E*(s ) (5.2.5)

^ r , t ) = E o ^ II5i ^ j i2|E(sn)||Cn(sn)|x

x e°n(t r/,ĉ COs(wn(t-r/c) + (5.2.6)
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. Im{E(s )C (s )}_ n u n  /c -7>
, ~ tan p0/Fre 'in (q IT- (5.2.7)

From equation (5.2.1) it is possible to identify the backscatter 

far zone transfer function of the thin wire target

H(s,0) = y
n=l (nir)2

1 JL f l-(-l)VSl i n  S/Sn . s/sn •

so that the time domain far zone backscattered field can be represented

o 21og(L/a)-l r e(t)*h(t,0)

where

h(t,0) = L_1{H(s,0)} (5.2.10)

is the impulse response of the target in the backscatter direction 

(i. e. the response to e(t) = 6(t).)

As expected, the impulse response is a function of target 

aspect, while the natural frequencies used to construct the response 

are not. Performing the Laplace inversion in (5.2.10) allows the 

calculation of the thin cylinder impulse response in both the early 

and late-time regions. Although the early-time response is probably 

incorrect (due to the questionable validity of the class-2 coupling
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coefficients) it does provide a helpful indication of where late-time 

begins. (It is of course remembered that the early-time response was 

not used in the development of the E-pulse theory.)

5.3 Sampled Point Convolution

To demonstrate the validity of the E-pulse concept it is 

necessary to perform the time domain convolution given in (4.4.2).

Since a measured response is sampled at discrete points in time it is 

tempting to use standard discrete point convolution. This corresponds 

to using rectangular rule integration, and although it might be well 

motivated in the presence of experimental noise, it does not represent 

sufficient accuracy when using theoretical data where "perfect" 

extinction is to be expected. It also neglects the fact that the 

E-pulse waveform is known explicitly.

More accurate convolution requires an interpolation between the 

points of the sampled response. Standard techniques make use of the 

sampling theorem which allows the exact reconstruction of a bandlimited 

signal from a finite sampling density. However, the natural mode 

response of a target is not bandlimited and, practically speaking, 

it is very difficult to estimate the highest frequency excited by the 

incident wave or passed by the measurement system. So, a different 

method of interpolation is needed.

A very common method of interpolation uses cubic splines. Here 

a cubic polynomial is passed between adjoining sample points in the
3measured response, and convolution reduces to Simpson s — rule 

integration [48] . A much simpler routine involves replacing the cubic
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by a straight line. Then the interpolation becomes linear, and 

convolution reduces to trapezoidal rule integration. The amount of 

increase in accuracy using trapezoidal rule integration over rectangular 

rule integration is quite substantial. There is another large jump in 

accuracy in going to Simpson's rule, but the complexity added does not 

justify its implementation. Thus, this section will consider only 

linear interpolation.

Two cases of trapezoidal rule convolution will be considered 

separately. For each it is first necessary to represent the measured 

response r(t) in terms of linear interpolation coefficients. This is 

done by letting

r(t) = nut + b^ (5.3.1)

where

(5.3.2)i DT

(5.3.3)

and

t = (i-l)DT (5.3.4)

where DT is the time between sampled points.

Now consider the separate cases of the rectangular pulse
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function based E-pulse and the damped sinusoid based E-pulse.

I. Rectangular Pulse Based E-pulse

The rectangular pulse based E-pulse waveform is given by

e(t) - (5.3.5)

1 (m-l)A<t<mA

0 elsewhere

Thus, the convolution of the E-pulse with the measured response is 

just

Te M
c(t) = e(t)*r(t) = / I Pm(t')r(t-t')dt' 

o m=l

M mA
= I a j r(t-t’)dt’ (5.3.7)
m=l m (m-l)A

This is simplified by employing the change of variables

x = t - t'

M t-(m-l)A
c(t) = I am / r(x)dT (5.3.9)

m=l t-mA
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By substituting the linear approximation for r(t) given by (5.3.1), 

the integral in (5.3.9) can also be written as

where int(x) represents the integer part of the real number x.

Two important notes are in order. First, it was assumed in 

this analysis that the first sampled point of r(t) occurs at t=0. If 

this is not the case it is merely necessary to shift the origin of 

the response. Second, if or x2 are ever less than zero they should 

be set to zero to obtain the expected contribution from r(t).

!t-(m-l)A) +

(5.3.10)

where

Ii(Tl,T2) = / (nijT + b^)dx

(5.3.11)

The values of and used in the summation in (5.3.10) are given

by

klm = 2 + int((t-mA)/DT) (5.3.12)

k2m = 1 + int[(t-(m-l)A)/DT) (5.3.13)
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II. Damped Sinusoid Based E-pulse

For this case the E-pulse waveform can be written as

e(t) = y a e m cos(co t + <j> ) (5.3.14)
m=l m m tti

s-.A so the convolution of the E-pulse with the measured response 

becomes

c(t) = e(t)*r(t) = /£f I a eamt'cos(wmt'+4>m)]r(t-t’)dt’

(5.3.15)

By the change of variables (5.3.8) this can be written as

M t - . .
c(t) = I a / ea“ 't_T‘)cos(i (t-x)+£ )r(t)dt (5.3.16)m _ m mm=l t-T

Substituting the linear approximation for r(t) results in

c(t) = 7 a I . ,(t-T ,t, ) + I . (t ,t) ■' t m I m,k -1 e k, m,k0 k ’m=l k 1 1 2 2

■ y I . (t .,t ..) i=k1 m>1 1 1+1

I - /2 (m.T+b.)e0» (t'T:)oos(o )dx (5.3.18)m,x 1 2 J x x m m
T1

The integral in (5.3.18) is most easily calculated using complex

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



algebra

I„ iCtl.tj) - ̂ ( / 2(»iT+b.)e5" (t-T)e;i(“n <t- t)+^>dT}
11,1 Tl

= Re{e(Snt+j^n)(l1(T2)+I2(T2)-I1(T1)-I2(x1))} (5.3.19)

( e SnT - . ~— =—  s f u
(5.3.20)

I«(t) =

Also, the values of and k_ used in equation (5.3.17) are given by 

kL = 2 + int((t-Te)/DT) (5.3.22)

k2 = 1 + int(t/DT) (5.3.23)

Note that it is again assumed that the first sample occurs 

at t=0 and that x̂  and x2 should not be allowed to be less than zero.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



147

5.4 Quantifying E-pulse Discrimination

When using E-pulse waveforms it is usually quite difficult to 

tell when one waveform discriminates "better" than another. If the 

response data is experimental the decision must remain subjective. 

However, in the case of an artificially constructed response, it is 

possible to quantify discrimination explicitly.

Consider the case of the thin cylinder backscattered field 

response given in (5.2.6). If the incident field waveform e(t) is 

synthesized as an E-pulse for a particular thin cylinder target, the 

transform representation E(s) will be zero at the important natural 

frequencies of that target, and the time domain scattered field will 

be zero in the late-time. However, if the target is not the one 

expected it will have different natural frequencies than expected. 

These will be excited by e(t), and the backscattered field response 

will have nonzero late-time energy. Now, more than one E-pulse can be 

constructed to eliminate the natural frequencies of the expected 

target, and each will excite the modes of the unexpected target. The 

question is, how to decide which E-pulse leads to "best” 

discrimination between the targets?

A simple and informative measure of this discrimination is 

given by the value of the late-time energy of the scattered field 

response (or, equivalently, the convolved response.) In essence, the 

energy measures the "amount" of information that is available for 

analysis. If the target is the one expected the energy in the late

time response is zero. If the target is not the one expected then the 

energy will be nonzero (and finite.) The E-pulse which discriminates
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best is then defined as the one which results in the greatest value of 

late-time energy.

In the spirit of the classical radar cross section, the 

discrimination area, D, can be defined as the ratio of the signal 

energy of the late-time far zone scattered field response waveform in 

a particular direction to the signal energy in the incident field 

waveform, multiplied by the distance to the target squared. The 

normalization is important since the value of the scattered field 

waveform signal energy is dependent upon the incident field waveform 

signal energy. Thus, backscatter discrimination area is given by

, lim ,
J //■* t

lia r2 (5>4>1)

/ (e(t))2dt 
o

Note that D has dimension of area (as does radar cross section) and is 

an important function of target aspect and E-pulse waveform shape.

The discrimination area is easily calculated for the case of 

the thin cylinder target using the backscatter response given in 

(5.2.6). The late-time signal energy in this response waveform is 

given by

= = ~ /  |Ib S ( ? , t ) | 2dt
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i I ( H  l y * ™ W  ] «  (5.4.2,
' TE

where Q is defined as

Qn -2|E(Sii)||Cn(sn)|

Multiplying out the square in (5.4.2) gives

S. ‘ % ( 21og(L/°)-l f X  (5-4-4)

I. .(t) = / (eaitcos(co.t+5.)) (eajtcos((o.t+^.))dt (5.4.5)
te 1 1  J J

is quite messy to calculate. A great deal of simplification is 

obtained again by using complex arithmetic. Expanding the damped 

cosine functions in terms of complex exponentials and integrating 

yields

ei(?i+4j)t + e ^ ?i_?j^t si = ŝ. = 0
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where s. = a. + jto..1 X I
The signal energy in the incident E-pulse waveform is easily 

calculated. For the case of the rectangular pulse function based 

E-pulse this is just

Ee = J6 e2(t)dt = / [ I ] dt (5.4.7)
o o'- m=l }

= A T a ! 1 m=l

where A is the pulse width.

For the case of the damped sinusoid based E-pulse, the signal 

energy is

Tef M « r - U=  / y a e m  cos(co t + <j> ) dt (5.4.9): J I , m m mo  ̂m=l J

Integrating gives, analogous to (5.4.4)

*• ■ j i  h-i ( ^

The discrimination area as defined is useful in measuring many 

things. As mentioned earlier, its major purpose is to measure the 

relative merit of E-pulses which, while eliminating the same set of
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natural frequencies, have different waveform shapes. But it can also 

measure the sensitivity of E-pulse discrimination to target aspect, 

target size, and the actual number of modes present in the measured 

response.

5.5 Examples of E-pulse Discrimination

This section will investigate thin cylinder E-pulse discrimi

nation under a variety of circumstances including the presence of 

random noise and spurious natural mode content. It will also consider 

single mode excitation and discrimination based on both the thin 

cylinder target and results from the measurement of a more complex 

aircraft target model. Lastly, application of frequency domain 

"shaping" for imroved single mode and E-pulse discrimination will be 

addressed.

5.5.1 E-pulse Discrimination

Verification of the E-pulse concept is easily accomplished by 

convolving an E-pulse synthesized to eliminate the natural modes of a 

thin cylinder target with the impulse response of the target. Figure

5.5.1.1 displays the impulse response of a thin cylinder of length L 

and radius a=L/200 oriented at 9=60 , constructed via equation (5.2.10) 

at 600 points in time using the first five natural frequencies of 

Figure 5.2.1. Note the expected early time region extending from t=0 

to t=2T, where the one way transit time of the cylinder is 

T=cos(60°) L/c = 0.5 L/c. This forced period is followed immediately 

by the natural response.
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Normalized time t/(L/c)

8.0 10.0

Figure 5.5.1.1. Impulse response of a thin cylinder oriented at 0=60°, 
constructed using first five natural frequencies.
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Natural and forced rectangular pulse function based E-pulses

have been synthesized using the analysis of section 4.6 to eliminate

the first five natural modes of the thin cylinder response, and are

shown in Figures 5.5.1.2 through 5.5.1.5. Figure 5.5.1.2 displays a

natural E-pulse of minimum duration while Figure 5.5.1.3 shows a

natural DC E-pulse of minimum duration. A forced E-pulse of duration

Te=2.5 L/c can be seen in Figure 5.5.1.4 and a forced E-pulse of

duration T =1.8 L/c is shown in Figure 5.5.1.5. As observed in the e
previous chapter, all of these E-pulses are fairly smooth, except the 

shorter forced E-pulse which exhibits a highly oscillatory behavior. 

Also, each E-pulse has a DC component except the natural DC E-pulse.

The spectra of the four E-pulses are calculated using equation 

(4.5.4.22) and their magnitude is plotted in Figures 5.5.1.6 and 

5.5.1.7 versus to for o=-0.2601 c/L. It is seen that each spectrum 

has the expected zero at the first natural frequency of the thin 

cylinder, ŝ  = -0.2601+j2.906 c/L. It is also seen that while the 

spectra are not zero at the values of to corresponding to the higher 

order modes of the cylinder, they are very small. This shows that the 

E-pulses are not terribly sensitive to the value of the real part of 

the natural frequencies, and should be more sensitive discriminators 

of to as opposed to a. It is also very interesting to note that due to 

the periodic nature of the spectra (a result of the "windowing" or 

finite duration requirement) there are minimum points at values of to 

higher than the largest value of the imaginary part of the frequencies 

to be eliminated. This indicates that modes other than those intended 

may be (nearly) eliminated.
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Figure 5.5.1.2. Natural E-pulse of minimum duration synthesized to
eliminate the first five modes of the thin cylinder.
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Figure 5.5.1.3. Natural DC E-pulse of minimum duration synthesized to 
eliminate the first five modes of the thin cylinder.
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Figure 5.5.1.4. Forced E-pulse of duration Te=2.5 L/c synthesized to 
eliminate the first five modes of the thin cylinder.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



157

 ,----- ,----- 1--
0.0 0.5 1.0 1.5

Normalized time t/(L/c)

Figure 5.5.1.5. Forced E-pulse of duration Te=1.8 L/c synthesized to 
eliminate the first five modes of the thin cylinder.
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Figure 5.5.1.6. Spectra of forced E-pulses of duration Te=2.5 L/c 
(solid line) and Te=1.8 L/c (dotted line) for 
a=-0.2601 c/L.
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Figure 5.5.1.7. Spectra of natural E-pulse (dotted line) and natural 
DC E-pulse (solid line) for a=-0.2601 c/L.
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Perhaps the most important characteristic of the E-pulse 

spectra is the distribution of the peaks. The natural E-pulse and the 

forced E-pulse of longer duration both have a majority of their energy 

located near uj=0. On the other hand, the forced E-pulse of shorter 

duration has most of its energy located at a frequency higher than the 

largest frequency to be eliminated. This is actually the frequency of 

oscillation of the E-pulse waveform. Experience has shown that as the 

duration of this E-pulse is reduced, the form of the oscillation 

remains the same —  that is, the pulse amplitudes alternate in sign. 

Thus, the frequency of oscillation increases and the peak moves 

farther up in frequency. Lastly, the spectrum of the natural DC 

E-pulse appears to have no large local peaks. Rather, there is an 

even spread of peaks and valleys. It will become apparent that this 

latter spectrum shape is the most desired for discrimination 

purposes.

Verification of the E-pulse concept is shown in Figure 5.5.1.8. 

The natural E-pulse of Figure 5.5.1.2 has been convolved (using the 

technique of section 5.3) with the thin cylinder impulse response of 

Figure 5.5.1.1. The result is seen to be composed of a nonzero early- 

time convolved response followed by a null late-time period. Thus, 

the E-pulse has succeeded in eliminating the five natural modes of the 

thin cylinder impulse response. Note that the late-time period begins 

at t=Tg+2T, as required by the convolution. The nonzero early-time 

convolved response period can be very useful by providing a comparison 

for determining the quality of the annulled portion of the response 

in the case of an imperfect "extinction" (due to noise, errors in the
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natural frequencies, etc.)

Discrimination between differing thin cylinder targets is 

demonstrated by convolving the natural E-pulse of Figure 5.5.1.2 with 

the impulse response of a target 5% longer and a target 10% longer.

The results are also shown in Figure 5.5.1.8. It is seen that while 

the late-time response of the expected target has been annulled, the 

responses of the differing targets are nonzero over the same period. 

Discrimination between the correct and incorrect targets is accom

plished by differentiating between null and nonzero late-time 

convolved responses. Similar results are shown in Figures 5.5.1.9 

and 5.5.1.10 for the forced E-pulses. Again, discrimination between 

the expected target and a target 5% longer is accomplished by a 

comparison of the annulled and nonzero late-time convolved responses.

It appears that the natural E-pulse results in the greatest amount of 

late-time energy for the 5% longer target, and thus the greatest 

amount of discrimination.

Sensitivity of E-pulse performance to the presence of random 

noise is investigated by perturbing each point of the thin cylinder 

impulse response of Figure 5.5.1.1 by a random amount not exceeding 

10% of the maximum value of the waveform (which is equivalent to 

adding a waveform consisting of uncorrelated random noise.) The result 

is shown in Figure 5.5.1.11. An attempt is then made to extinguish 

this noisy impulse response by convolving with it the forced and 

natural E-pulses discussed earlier. As expected, none of the resulting 

convolved responses as shown in Figures 5.5.1.12 through 5.5.1.14 

reveals an identically zero late-time period. Instead, each results

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Re
la
ti
ve
 
Am
pl
it
ud
e

162

o
CM

O
o

o
CMI

o
I

late-time
o
CDI 15.06.0 12.00.0

Normalized time t/(L/c)

Figure 5.5.1.8. Convolution of natural E-pulse with impulse response of 
thin cylinder of expected length, and with impulse 
responses of cylinders 5% and 10% longer.
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Figure 5.5.1.9. Convolution of forced E-pulse of duration Te=1.8 L/c 
with impulse response of thin cylinder of expected 
length, and with impulse response of a cylinder 5% 
longer.
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Figure 5.5.1.10. Convolution of forced E-pulse of duration Te=2.5 L/c 
with impulse response of thin cylinder of expected 
length, and with impulse response of a cylinder 5% 
longer.
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Figure 5.5.1.11. Five mode 60° thin cylinder impulse response with 
10% random noise added.
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Figure 5.5.1.12. Convolution of natural E-pulse with noisy impulse
response of thin cylinder of expected length, and with 
noisy impulse response of a cylinder 5% longer.
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Figure 5.5.1.13. Convolution of forced E-pulse of duration Te=2.5 L/c 
with noisy impulse response of thin cylinder of 
expected length, and with noisy impulse response of 
a cylinder 5% longer.
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Figure 5.5.1.14. Convolution of forced E-pulse of duration Te=1.8 L/c 
with noisy impulse response of thin cylinder of 
expected length, and with noisy impulse response of 
a cylinder 5% longer.
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in a distribution of noise about the zero line. Using the early-time 

region for comparison, a relatively large amount of noise on the 

impulse response waveform appears to produce a much smaller amount on 

the convolved responses. This is not surprising since the convolution 

can be viewed as a smoothing process (as long as the E-pulse is 

relatively smooth), averaging and thus reducing the original noise 

content. Also plotted with these curves is the convolution of the 

E-pulses with a noisy impulse response of a 5% longer cylinder. For 

the case of the natural E-pulse and the forced E-pulse of longer 

duration, it is quite easy to separate the effects of noise and target 

length sensitivity, suggesting that random noise will not interfere 

with target discrimination. For the case of the shorter duration 

forced E-pulse, however, all potential target discrimination capa

bility appears to be lost in the noise.

The behavior of the various convolved responses in the presence 

of random noise is easily explained by examining the spectra of the 

E-pulses. Adding noise to the impulse response of Figure 5.5.1.1 can 

be viewed as perturbing the values of the natural frequencies 

contained in the response. Since the natural E-pulse and the forced 

E-pulse of longer duration have their major spectral content at low 

frequencies, they will excite with greatest amplitude the smallest 

perturbed frequency in the noisy response upon convolution. This is 

indeed the behavior observed in Figures 5.5.1.12 and 5.5.1.13, where 

the noisy waveform oscillates with low frequency about the zero line. 

In contrast, the forced E-pulse of shorter duration has its greatest 

spectral content at a much higher frequency. This is reflected in
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Figure 5.5.1.14, where the noise is observed to be rapidly oscillating 

about the zero line. The larger amplitude of this noise is due in 

part to the lack of smoothness of the E-pulse waveform, which prevents 

an effective averaging of the noise content.

It was mentioned earlier that the natural E-pulse appeared to 

result in the greatest amount of discrimination between the expected 

and longer target. This can be investigated in more depth by calcu

lating the discrimination area D (as described in section 5.4) as a 

function of target length. Figure 5.5.1.15 shows normalized back

scatter discrimination area D/L2 (L = cylinder length) plotted against 

normalized target length for 9=60°, using the natural E-pulse and 

the forced E-pulse of shorter duration. For each case there is an 

expected zero at a normalized target length of 1.0. That is, each 

E-pulse extinguishes the response of the expected target. For longer 

and shorter targets the E-pulses do not extinguish the response, and 

there is a net energy content in the scattered field waveform, and 

thus a nonzero value of D/L2. When the normalized target length is

1.05 (a 5% longer target) the backscatter discrimination area is much 

greater for the case of the natural E-pulse, verifying the more 

subjective assessment made earlier. It is apparent, however, that the 

natural E-pulse will discriminate larger targets better than smaller 

ones, since the value of D/L2 is greater for longer targets. In 

contrast, the forced E-pulse of lesser duration will not discriminate 

targets well unless their normalized lengths are much smaller —  

near 0.33 or 0.15 —  as indicated by the large values of D/L2 at these 

lengths in Figure 5.5.1.15. Thus, this forced E-pulse is nearly
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Figure 5.5.1.15. Discrimination area of 60 five mode thin cylinder 
excited by natural E-pulse (dotted line) and forced 
E-pulse of duration Te=1.8 L/c (solid line).
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useless for discriminating slight differences in target lengths.

The behavior of the discrimination area as a function of target 

length can be explained by examining the spectra of the two E-pulses. 

In essence; the natural frequencies of the thin cylinder target are 

inversely proportional to target length (as indicated in their 

normalization.) Thus, a longer target has lower natural frequencies. 

Since the natural E-pulse has a majority of its energy at lower 

frequencies, and since the smaller order natural frequencies have 

smaller damping coefficients (i.e. the lower order natural modes make 

the greatest contribution to the late-time scattered field response), 

the value of D/L2 is greater for longer targets. On the other hand, 

the forced E-pulse of shorter duration has its energy concentrated 

at much higher frequencies. Thus, the discrimination area is small 

until the target length approaches a value at which the lower order 

natural frequencies coincide with the frequency of E-pulse energy 

concentration. Figure 5.5.1.15 shows this to occur near normalized 

lengths of 0.33 and 0.15.

The spectrum of the natural E-pulse also explains another 

intriguing anomaly seen in Figure 5.5.1.15- It is seen that the 

spectrum minima are spaced very evenly (due, of course, to the even 

spacing of the target natural frequencies to be eliminated) and that 

they repeat at higher frequencies. Thus, the responses of targets 

that have natural frequencies which are integral multiples of those to 

be eliminated are nearly extinguished as well. This is reflected in 

Figure 5.5.1.15 by minima at normalized lengths of 1/2, 1/3, 1/4, etc. 

In contrast, the large peak in the spectrum of the shorter duration
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forced E-pulse prevents such minima in the discrimination area plot at 

these lengths.

The backscatter discrimination area has also been plotted versus 

length for the cases of the natural DC E-pulse and the forced E-pulse 

of longer duration. This is shown in Figure 5.5.1.16. The forced 

E-pulse is seen to discriminate longer targets much better than shorter 

targets, as did the natural E-pulse. This is not surprising, since the 

waveforms have very similar shapes. It is also seen that at normalized 

lengths smaller than 1/2, D/L2 is nearly zero for the forced E-pulse, 

and discrimination is quite difficult. The reason for this is 

revealed by the E-pulse spectrum, which shows almost no energy at 

higher frequencies. In contrast, the natural DC E-pulse is seen to 

discriminate larger and smaller targets equally well. This is because 

the E-pulse energy is spread evenly across a wide band of frequencies. 

However, as with the natural E-pulse, there are minima at lengths of 

1/2, 1/3, 1/4, etc., due to the extended periodic nature of the 

spectrum.

The backscatter discrimination area can also be plotted versus 

aspect angle and number of modes present in the response. Figures 

5.5.1.17 and 5.5.1.18 show discrimination area versus aspect angle for 

the natural and forced E-pulses, at a normalized length of 1.05.

As expected, there is no scattered field for end-on aspect, since the 

thin cylinder cannot be excited at this orientation. For the case of 

the natural E-pulse, D/L2 increases fairly smoothly from end-on to 

normal aspect.

Figures 5.5.1.19 and 5.5.1.20 show discrimination area plotted
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Figure 5.5.1.16. Discrimination area of 60 five mode thin cylinder
excited by natural DC E-pulse (solid line) and forced 
E-pulse of duration Te=2.5 L/c (dotted line).
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Figure 5.5.1.17. Discrimination area of a five mode thin cylinder of 
relative length 1.05 excited by natural E-pulse 
(dotted line) and natural DC E-pulse (solid line).
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Figure 5.5.1.18. Discrimination area of a five mode thin cylinder of 
relative length 1.05 excited by forced E-pulse of 
duration Te=1.8 L/c.
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Figure 5.5.1.19. Discrimination area of 60° thin cylinder of relative 
length 1.0 excited by natural E-pulse (circles) and 
natural DC E-pulse (crosses).
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Figure 5.5.1.20. Discrimination area of 60° thin cylinder of relative 
length 1.0 excited by forced E-pulse of duration 
Te=l.8 L/c.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



179

versus the number, N, of natural frequencies used to construct the 

thin cylinder impulse response, for a normalized length of 1.0. Of 

course, when N<_5 the five mode E-pulses each extinguish the impulse 

response. However, for N>6 the E-pulses excite the higher order modes, 

resulting in a nonzero late-time response. The discrimination area of 

the forced E-pulse of shorter duration is seen to be orders of 

magnitude larger than the discrimination area of the natural and the 

natural DC E-pulses. Examination of the E-pulse spectra explains the 

reason for this. Since the shorter duration forced E-pulse has a 

large amount of energy at higher frequencies, and the other spectra 

are much smaller at these frequencies, the higher order modes are 

excited most effectively by the shorter duration forced E-pulse.

Employing an E-pulse relatively insensitive to the exact 

number of natural modes present in a measured target response is 

potentially very important. As it is impossible to accurately deter

mine all the natural modes of a complex target, only a finite number 

will be available for discrimination purposes, while an actual 

response may contain many more. Figures 5.5.1.19 and 5.5.1.20 

indicate that an E-pulse should be constructed so as to not have a 

relatively large amount of energy in a region of the spectrum where 

the natural frequencies of the target are not accurately known. To 

this extent, the forced E-pulse of smaller duration is not a good 

choice for the use investigated in this section.

It becomes expedient at this point to ask the question: what

is the form of the "best" E-pulse? The results of this section have 

shown that for acceptable performance in the presence of noise it is
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important that the waveform be relatively smooth. The spectrum of the 

waveform should also take an ideal form. It should be Eero over a 

small range of a and w around the natural frequencies to be eliminated. 

That way, if the natural frequencies of the target are not known with 

great precision, there is a little leeway available. The spectrum 

should then be constant at all complex frequencies in between, up to a 

range beyond which the natural frequencies of the target are not well 

known, and zero everywhere outside this range. With this type of 

spectrum, each of the known natural frequencies would be eliminated, 

while those of an unknown target would each be excited with similar 

amplitudes. For the very simple case of a target with equal damping 

coefficients, the spectrum might appear as in Figure 5.5.1.21.

The spectrum shown in Figure 5.5.1.21 does not, of course, 

correspond to a finite duration waveform, since it is frequency 

limited [72] . The question then becomes whether it is possible to 

arrive at a finite duration E-pulse with a spectrum at all similar to 

the ideal. For the thin cylinder target, a good approximation to this 

spectrum has already been identified. Figure 5.5.1.7, it is remembered, 

displays the spectrum of the natural DC E-pulse. This spectrum has 

zeroes at the natural frequencies to be eliminated, and has a fairly 

constant amplitude at frequencies in between. Also, it is seen to 

taper off at higher frequencies where undetermined natural frequencies 

might lie. Thus, the natural DC E-pulse appears to be the best choice 

for thin cylinder discrimination.

For more complex targets, the natural DC E-pulse may not have 

the desired spectral form. Also, the natural E-pulses may have a
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Figure 5.5.1.21. "Ideal" spectrum for E-pulse designed to eliminate 
four target modes which have equal damping 
coefficients.
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minimum duration larger than that desired. It might still be 

possible in these cases to construct E-pulses with spectra similar to 

the ideal. The key lies in using a different basis set.

The spectrum of the damped sinusoid based E-pulse is given by 

equation (4.5.2.9). The transform of a single damped sinusoid is 

merely a pair of poles of the form 1/(s -Sq ) . When multiplied by a 

rectangular windowing function to truncate the waveform to finite 

duration, the spectrum is convolved in the complex frequency plane

with a function of the type sinh(s)/s (see [l8]) . Alone, the

sinh(s)/s function has a peak along the to axis at to=0. When convolved 

with the poles of the damped sinusoid spectrum, the peak shifts to a 

point nearer the position of the poles (a result of employing Cauchy’s 

residue theorem in the complex plane convolution.) Thus, by proper 

choice of the complex frequencies of the damped sinusoids, the 

spectrum of the E-pulse can be peaked at various prechosen points 

along the o> axis.

As an example of this type of spectrum shaping, consider a one 

mode natural damped sinusoid E-pulse synthesized to eliminate the first 

mode of the thin cylinder target: ŝ  = -0.2601+j2.906 c/L. The damped

sinusoid functions are constructed using the frequencies and phases

= -0.2601 ^  = 2.406 <h = 0
(5.5.1.1)

■^2 = -0.2601 = 3.406 §2 ~ \

and the resulting E-pulse is shown in Figure 5.5.1.22. The spectrum 

of this E-pulse is shown in Figure 5.5.1.23. The complex frequencies
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Figure 5.5.1.22 Natural E-pulse of minimum duration synthesized
using damped sinusoid basis functions to eliminate 
the first mode of the thin cylinder.
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Figure 5.5.1.23. Spectrum of one mode damped sinuscid based E-pulse 
for a=-0.2601 c/L.
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used to construct the E-pulse have been chosen so that their imaginary 

parts are just to the right and just to the left of the imaginary part

of the natural frequency to be eliminated. It is hoped that this will

result in peaks of the spectrum on each side of the frequency to be 

eliminated, and more closely simulate the previously discussed "ideal". 

Figure 5.5.1.23 shows that this attempt has succeeded.

Extending this technique to the case of a multimode E-pulse is

not straight forward. One is tempted merely to put peaks in between 

the frequencies to be eliminated. However, it is not obvious that the 

amplitudes of the basis functions determined by applying the E-pulse 

equations (4.4.1.2) and (4.4.1.3) will result in a spectrum that has 

relatively constant amplitude between the zeroes. A different approach 

can be tried, though, which might achieve a fairly even distribution 

between the zeroes.

It is known from the discussion of section 4.4.6 that a multi- 

mode E-pulse can be constructed from the convolution of many single 

mode E-pulses. This corresponds to multiplying the E-pulse spectra in 

the complex frequency domain. If a single mode E-pulse could be 

constructed so that its spectrum was fairly constant except at the 

frequency of the mode to be eliminated (where there would be a zero) 

it could be convolved with similar E-pulses designed to eliminate other 

modes, resulting in an overall spectrum near the "ideal". This could 

be accomplished using forced damped sinusoid E-pulses of short 

duration. Since the widths of the sin(x)/x lobes along the w axis are 

inversely proportional to the individual E-pulse durations, making the 

durations short results in a spreading of the E-pulse energy across the
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spectrum —  a more "constant" distribution- It is also necessary to 

keep the durations of the individual E-pulses small since the total 

duration of the convolved E-pulse is equal to the sum of the individual 

durations.

5.5.2 Single Mode Discrimination

Radar target discrimination can also be based upon the differ

ence in target responses to single mode excitation signals. A single 

mode signal created to excite one mode of a specific target will 

excite many modes of a different target, resulting in very dissimilar 

late-time responses. (Or, alternatively, the single mode signal will 

eliminate all but one mode of the expected target, while exciting many 

modes of a different target.) Figures 5.5.2.1 and 5.5.2.2 show minimum 

duration natural sine and cosine single mode excitation waveforms 

synthesized using the rectangular pulse function basis set via the 

analysis of section 4.6 to excite the first and third modes of the 

thin cylinder target, respectively. The first five natural frequencies 

tabulated in Figure 5.2.1 have been used in the construction. Note 

that the first mode excitation waveforms have the approximate shape of 

one period of the first natural mode of the thin cylinder, while the 

third mode excitation signals appear to consist of approximately three 

cycles of the third natural mode.

The shapes of the single mode excitation waveforms are reflected 

in their spectra, as shown in Figure 5.5.2.3. This figure shows the 

spectrum of the sine first mode signal, at a value of a=-0.2601 c/L, 

and also the spectrum of the sine third mode signal, at a value of
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Figure 5.5.2.1. Natural sine (dotted line) and cosine (solid line)
first mode excitation signals of minimum duration for 
five mode thin cylinder.
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Figure 5.5.2.2. Natural sine (dotted line) and cosine (solid line)
third mode excitation signals of minimum duration for 
five mode thin cylinder.
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Normalized radian frequency to/ (c/L)

Figure 5.5.2.3. Spectra of first (dotted line) and third (solid line)
mode thin cylinder excitation signals for a=-0.2601 c/L.
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o=-0.4684 c/L. It is seen that there is a peak in each of the spectra 

at a value of u) corresponding to the oj of the natural frequency to be 

excited. This automatic concentration of energy seems to be unique to 

the natural single mode excitation signals. It will be seen that such 

a frequency distribution results in optimum discrimination, and 

attempts will be made to duplicate it artificially, using the damped 

sinusoid basis set, later in this section.

Verification of the single mode excitation signals is accom

plished by convolving the single mode E-pulses of Figures 5.5.2.1 and

5.5.2.2 with the thin cylinder impulse response of Figure 5.5.1.1.

The results are shown in Figures 5.5.2.4 and 5.5.2.5. It is easily 

seen that the convolved responses are indeed single damped sinusoids 

oscillating at the frequencies of the first and third modes of the thin 

cylinder. It is also seen that the sine and cosine responses are 

exactly 90° out of phase, as requested. The most striking difference 

between the first and third mode responses is due to the difference 

in the damping coefficients (real parts of the natural frequencies.)

The larger (negative) damping coefficient of the third mode drives the 

magnitude of its response to near zero by the end of the display, while 

the first mode response is still quite large. This makes the higher 

order single mode responses less practical for discrimination purposes, 

which is unfortunate, since it will be seen that the higher order 

responses are actually the most sensitive discriminants.

There are many ways to interpret the convolved responses shown 

in Figures 5.5.2.4 and 5.5.2.5. Perhaps the most dramatic is to use 

the technique described in section 4.4.7. The single mode excitation
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Figure 5.5.2.4. Convolution of first mode sine and cosine excitation 
signals with five mode 60 thin cylinder impulse 
response.
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15.012.0

Figure 5.5.2.5. Convolution of third mode sine and cosine excitation 
signals with five mode 60 thin cylinder impulse 
response.
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signals shown in Figures 5.5.2.1 and 5.5.2.2 have been normalized 

according to equations (4.4.7.12) and (4.4.7.14), and thus the 

convolved sine and cosine responses can be combined to provide a plot 

of the damping coefficient and the oscillation frequency. These are 

shown in Figures 5.5.2.6 through 5.5.2.9. If the responses are pure 

damped sinusoids, these plots should produce straight lines, the slopes 

of which correspond to frequency (real or imaginary part.) This is 

indeed seen to be the case, as each of the plots does produce a straight 

line in late-time. (Note that this also provides a good graphical 

indication of the beginning of the late-time period —  the point where 

the response becomes a pure damped sinusoid.)

To implement a discrimination scheme, the slopes of the frequency 

plots must be compared with the natural frequencies of the expected 

target. If the two match, the target has been identified. If the two 

are dissimilar, the target is discriminated from the expected target.

The simplest way to implement discrimination is to usa a visual com

parison. This has been provided in each of the Figures 5.5.2.6 through 

5.5.2.9, where the slope of the expected target frequencies has been 

plotted next to the frequency plots. It is apparent that the two lines

are parallel in the late-time for each of the figures, and thus the

target is identified as that expected. A less subjective comparison 

can be provided by computing a linear regression for the late-time 

portion of the frequency plots. This provides a more global measure 

of the frequency content of the convolved response (and results in a 

single number), as opposed to the local description provided by the 

plot itself. Application of linear regression gives values of
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Figure 5.5.2.6. Radian frequency plot from first mode excitation signal 
convolutions. Dotted line is radian frequency plot 
of expected first mode.
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Figure 5.5.2.7. Damping coefficient plot from first mode excitation
signal convolutions. Dotted line is damping coefficient 
plot of expected first mode.
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Figure 5.5.2.8. Radian frequency plot from third mode excitation signal 
convolutions. Dotted line is radian frequency plot 
of expected third mode.
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Figure 5.5.2.9. Damping coefficient plot from third mode excitation
signal convolutions. Dotted line is damping coefficient 
plot of expected third mode.
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a=-0.2601 c/L and cu=2.906 c/L for the first mode response, and 

o=-0.4684 c/L and u)=9.058 c/L for the third mode response. These 

compare extremely well with the exact frequencies of the expected 

target. Any slight discrepancies in the last decimal place is probably 

due to inaccuracies in the convolution technique discussed in 

section 5.3.

The construction of frequency plots requires the use of both 

sine and cosine single mode excitation signals. The complexity of the 

discrimination process can be reduced by a factor of two if only one 

of the two waveforms need be used. This requires a different inter

pretation of the convolved responses. One quite simple method is to 

employ one of the natural mode extraction schemes (as described in 

chapter 6) to the late-time portion of either the sine or cosine 

response (or a sin/cos response.) This approach involves extracting 

just a single mode. If the target is the expected one, the extracted 

values of a and o> will match those anticipated. If the target is not 

that expected, the extracted values will not match. As an example, the 

continuation method has been applied to the sine responses of Figures 

5.5.2.4 and 5.5.2.5. For the first mode response, the extracted values 

are found to be a=-0.2601 c/L and oj=2.906 c/L, while the third mode 

sine response yields a=-0.4674 c/L and w=9.058 c/L. Again, these are 

extremely close to the expected results. Note that this technique also 

describes a global rather than a local behavior.

A third way of interpreting the convolved responses combines

both a local and a global description, and involves only one of

either the sine or cosine responses. This method involves fitting a
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one mode damped sinusoidal waveform to the late-time portion of the 

convolved response. The expected natural frequency is held constant 

and the amplitude and phase of the waveform which best fits the late

time response are calculated. This is a linear least-squares problem 

and is described explicitly in section 6.4. To provide a graphical 

presentation of the results, this best fit is then subtracted from the 

convolved response. The resulting waveform is then much like the 

output from an E-pulse convolution. If the target is that expected, 

the waveform is identically zero in the late-time (since the best fit 

exactly fits the convolved response in the late-time.) If the target 

is not the one expected, then the late-time portion will be nonzero. 

Figures 5.5.2.10 and 5.5.2.11 show the results for the first and third 

mode sine responses. As anticipated, the waveforms are zero in the 

late-time.

It is important to realize that the latter two methods of 

interpreting the convolved responses require a knowledge (or at least 

an estimate) of the beginning of the late-time period. This was not 

needed to construct the frequency plots of the first method. However, 

comparing the frequency plots with the expected slopes does require 

knowing the point to begin the comparison. And performing linear 

regression on the frequency lines also requires the knowledge of the 

beginning of the late-time region. This is identical with the 

interpretation of the E-pulse convolutions, since it is necessary to 

know the point beyond which a null response it to be expected.

Discrimination between differing thin cylinder targets is 

investigated by convolving the single mode excitation waveforms with
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Figure 5.5.2.10. Best fit difference plot for sine first mode 
convolution.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Re
la
ti
ve
 
Am
pl
it
ud
e

201

3.0 6.0 12..0 15.0
Normalized time t/(L/c)

Figure 5.5.2.11. Best fit difference plot for sine third mode 
convolution.
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a target 10% longer. The convolved responses for the first mode 

signals are shown in Figure 5.5.2.12 while those for the third mode 

signals are shown in Figure 5.5.2.13. It is somewhat difficult to tell 

that the first mode sine and cosine responses are not identical to 

those of the correct cylinder shown in Figure 5.5.2.4, but a close 

examination reveals that the periods are longer for the longer target.

It is much more obvious that the third mode convolved responses are not 

merely the single damped sinusoids expected.

The reason for the difference between the trends seen in the 

first and third mode responses is threefold. First, the amplitude of 

the first mode in both the expected and longer targets is greater than 

that of the third mode. Second, the smaller damping coefficient of the 

first mode allows it to come through much stronger. In the case of the 

response of the longer target to the first mode excitation signal, the 

excited first mode dominates the excited third mode (and, of course, 

the other modes.) In the case of the response of the longer target to

the third mode excitation signal, both the excited first and second

modes make important contributions. Lastly, the spectra of the 

excitation signals reveal that for the first mode signal there is 

little energy at the frequency of the third mode (of the longer target), 

while for the third mode excitation signal there is quite a lot of 

energy at the frequency of the first mode (of the longer target.)

Discrimination between the expected and the longer target is 

based on the difference between the late-time convolved responses. If 

the convolved response is a pure damped sinusoid with the expected

frequency then the target has been identified. If it is not a pure
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Figure 5.5.2.12. Convolution of first mode sine and cosine excitation 
signals with five mode impulse response of 60 thin 
cylinder which is 10% longer than expected.
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;ure 5.5.2.13. Convolution of third mode sine and cosine excitation 
signals with five mode impulse response of 60 thin 
cylinder which is 10% longer than expected.
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sinusoid, or if it has a frequency other than that expected, the 

target is discriminated from the expected target. Employing the three 

interpretations of the convolved responses provides a firm basis for 

this discrimination. Figures 5.5.2.14 through 5.5.2.17 show the 

frequency plots for each response. It is apparent that none of these 

exactly parallels the expected slope. Application of linear regression 

to the late-time portion of these curves yields values of a=-0.2395 c/L 

and u=2.635 c/L for the first mode and a=-0.1884 c/L and <o= 3.662 c/L 

for the third mode, all of which are quite a bit different from the 

expected values. The third mode response provides the greatest amount 

of discrimination, for the three reasons discussed above. Using the 

continuation method on the' late-time portions of the convolved sine 

responses results in best fit values of a=-0.2402 c/L and w=2.632 c/L 

for the first mode and c=-0.5713 c/L and io=4.274 c/L for the third 

mode. Again, all of these are different from the expected values, and 

the longer target is discriminated from the expected target. Lastly, 

the late-time portion of the sine responses have been best fit and the 

result subtracted from the original waveforms. Figures 5.5.2.18 and 

5.5.2.19 show the resulting waveforms. Here the nonzero late-time 

portion of the waveforms discriminate the longer target from the 

target expected, in a manner analogous to the E-pulse discrimination 

of the last section.

Sensitivity of single mode discrimination to the presence of 

random noise is investigated by convolving the first and third mode 

sine and cosine excitation signals with the noisy thin cylinder 

impulse response of Figure 5.5.1.11. The resulting convolved responses
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Figure 5.5.2.14. Radian frequency plot from 10% longer cylinder, first 
mode excitation signal convolutions. Dotted line is 
radian frequency plot of expected first mode.
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Figure 5.5.2.15. Damping coefficient plot from 10% longer cylinder, 
first mode excitation signal convolutions. Dotted 
line is damping coefficient plot of expected first 
mode.
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Figure 5.5.2.16. Radian frequency plot from 10% longer cylinder, third 
mode excitation signal convolutions. Dotted line is 
radian frequency plot of expected third mode.
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Figure 5.5.2.17. Damping coefficient plot from 10% longer cylinder, 
third mode excitation signal convolutions. Dotted 
line is damping coefficient plot of expected third 
mode.
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Figure 5.5.2.18. Best fit difference plot for sine first mode, 10% 
longer cylinder convolution.
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Figure 5.5.2.19. Best fit difference plot for sine third mode, 10% 
longer cylinder convolution.
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are shown in Figures 5.5.2.20 and 5.5.2.21. It is apparent that the 

first mode convolved responses have been effected very little by the 

presence of random noise while the third mode responses have been 

effected substantially. This might be due in part to the more 

oscillatory nature of the third mode excitation signal, resulting in 

less noise averaging. The frequency plots, shown in Figures 5.5.2.22 

through 5.5.2.25 also reflect this difference. Whereas the first mode 

frequency plots are nearly identical to the expected slopes, the third 

mode plots are much noisier, especially the plot of at. Note that the 

third mode response is effected most greatly at later times, when it 

has damped down to a very small magnitude.

Linear regression of the late-time portion of the frequency 

plots in Figures 5.5.2.22 through 5.5.2.25 gives values of a=-0.2745 c/L 

and u=2.915 c/L for the first mode responses and a=-0.1931 c/L and 

oj=I0.65 c/L for the third mode responses. Application of the 

continuation method to the late-time portion of the sine responses 

results in a=-0.2590 c/L and ui=2.909 c/L for the first mode and 

a=-0.4938 c/L and co=8.981 c/L for the third mode. Note that the 

values calculated using the continuation method are quite close to the 

expected values, even for the third mode response. This allows a 

separation of the effects of random noise and target length sensi

tivity. Lastly, Figures 5.5.2.26 and 5.5.2.27 show the results of best 

fitting the late-time regions of the sine responses and subtracting. 

Although neither late-time region of the resulting waveforms is 

identically zero, each is quite small. In fact, a quick comparison 

shows that they are much smaller than the corresponding regions of the
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Figure 5.5.2.20. Convolution of first mode sine and cosine excitation 
signals with noisy five mode 60 thin cylinder 
impulse response.
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Figure 5.5.2.21. Convolution of third mode sine and cosine excitation 
signals with noisy five mode 60 thin cylinder 
impulse response.
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Figure 5.5.2.22. Radian frequency plot from first mode excitation
signal, noisy impulse response convolutions. Dotted 
line is radian frequency plot of expected first mode.
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Figure 5.5.2.23. Damping coefficient plot from first mode excitation 
signal, noisy impulse response convolutions. Dotted 
line is damping coefficient plot of expected first 
mode.
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Figure 5.5.2.24. Radian frequency plot from third mode excitation
signal, noisy impulse response convolutions. Dotted 
line is radian frequency plot of expected third mode.
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Figure 5.5.2.25. Damping coefficient plot from third mode excitation 
signal, noisy impulse response convolutions. Dotted 
line is damping coefficient plot of expected third 
mode.
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Figure 5.5.2.26. Best fit difference plot for sine first mode, noisy 
impulse response convolution.
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Figure 5.5.2.27. Best fit difference plot for sine third mode, noisy 
impulse response convolution.
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figures generated from the longer target. Again, this allows a sepa

ration of the effects of random noise and target length sensitivity.

It is appropriate at this point to inquire, as was done with 

the E-pulse, as to what might be the behavior of an "ideal" single mode 

excitation signal. The answer is somewhat different from that given 

for the E-pulse. It is most important for the spectrum of a single 

mode excitation waveform to have a large magnitude at the frequency of 

the mode to be excited, in comparison to that at the frequencies to be 

eliminated. This is due to the practical problem of the presence of 

errors in the measured natural frequencies used to construct the 

single mode excitation signals. Because of this error, the modes which 

should be eliminated will actually be excited. The amplitudes of these 

modes are, of course, determined by the amount of energy in the 

excitation signal spectrum at the modal frequencies. Now, if there is 

a relatively small amount of energy at the frequency to be excited, 

these extraneous modes may make a relatively large contribution to the 

late-time portion of the convolved response, so that the expected 

target might not be properly identified. This is especially trouble

some for the case of higher mode excitation, where the smaller damping 

coefficients of the lower order modes to be eliminated allow them to 

dominate the expected higher order mode in the latter part of the 

late-time region.

The spectra of the natural first and third mode thin cylinder 

excitation signals presented earlier in Figure 5.5.2.3 revealed that 

peaks were created automatically near the frequencies of the modes to 

be excited. This behavior is probably due to the equally spaced nature
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of the thin cylinder natural frequencies, and shouldn’t be expected 

in the case of more complex targets. For these cases, though, it 

might be possible to artificially induce a peak in the excitation 

signal spectrum at a desired frequency by using the damped sinusoid 

basis set. This is accomplished by using complex frequencies near 

the natural frequency to be excited. As an example, consider the 

first three measured natural frequencies of a McDonnel Douglas F-18 

aircraft scale model (as discussed in chapter 8)

Figure 5.5.2.28 shows single mode excitation waveforms constructed to 

excite the second of these three modes. The dotted curve is a forced 

sin/cos waveform synthesized using the rectangular pulse function 

basis set. The solid curve is a forced sin/cos waveform of identical 

duration synthesized using the damped sinusoid basis set with the 

phases and complex frequencies

s = -0.26 + j3.29 xlO9

s2 = -0.13 + j7.32 xlO" (5.5.2.1)

s3 = -0.44 + j9.89 xlO"

sx = -0.13 + j7.32 xlO'>9

s2 = -0.13 + j7.32 xlO9

s3 = 0.13 + j7.32 xlO',9 <f>3 = 0 (5.5.2.2)

s4 = 0.13 + j 7.32 xlO',9
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Figure 5.5.2.28. Forced sin/cos single mode excitation signals of
duration Te=2.0 ns synthesized using pulse functions 
(dotted line) and damped sinusoids (solid line) to 
excite the second mode of the F-18 aircraft model."’’
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s5 = 0. + J7.32 xlO9 £5 = - j

Note that the complex frequencies are chosen to be quite close to the 

natural frequency of the mode to be excited. Figure 5.5.2.29 displays 

the spectra of the two excitation signals. It is seen that while the 

pulse function signal has only a small portion of its energy at the 

frequency of the mode to be excited, the damped sinusoid signal has a 

majority of its energy at this frequency. By proper choice of the 

complex frequencies, the spectrum has been shaped for improved single 

mode performance.

A similar frequency domain shaping can be accomplished using 

the Fourier cosine basis set as

5
e(t) = I u cosfjt (5.5.2.3)

m=l e

The duration of this second mode forced sin/cos excitation signal is 

chosen so that the largest expansion frequency is equal to the 

imaginary part of the frequency of the mode to be excited. Using
_9T = 2.14159 xlO results in the expansion frequencies e

uL = 1.464 xlO9 

= 2.928 xlO9

u = 4.392 xlO9 (5.5.2.4)
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Figure 5.5.2.29. Spectra of pulse function (dotted line) and damped 
sinusoid (solid line) F-18 second mode excitation 
signals for a=-0.13 x 10̂ .
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u. = 5.856 xlO9 4

= 7.320 xlO9

Note that (5.5.2.3) is a DC E-pulse waveform, since the m=0 component 

has not been used. This is important, since further numerical 

experimentation has shown that if the m=0 term is included a majority 

of the excitation signal energy is forced to reside near u)=0.

The excitation signal generated by (5.5.2.3) using (5.5.2.4) 

is shown in Figure 5.5.2.30 while its spectrum is displayed in 

Figure 5.5.2.31. The spectrum is seen to take the desired shape, with 

the largest peak at the frequency of the mode to be excited. The only 

problem foreseen using this synthesis technique is that the duration 

needed to place the largest expansion frequency at the imaginary part 

of the frequency of the mode to be excited may be too large to be 

practical (due to a limited amount of available late-time response.)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Re
la
ti
ve
 
Am
pl
it
ud
e

227

.0 1.5 2.
Time in nanoseconds

3.0

Figure 5.5.2.30. Forced sin/cos single mode excitation waveform of
duration. Te=2.14 ns synthesized using Fourier cosine 
basis functions to excite the second mode of the 
F-18 aircraft model.
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Figure 5.5.2.31. Spectrum of F-18 Fourier cosine second mode excitation 
signal at a=-0.13 x 10 .
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5.6 E-pulse Uniqueness

A very important topic to consider is whether there exists a 

"perfect" E-pulse unique to a particular target. That is, for a given 

target can a finite duration waveform be constructed which eliminates 

all the target's natural frequencies? Figures 5.6.1 and 5.6.2 and the 

analysis of section 4.7 suggest that such a waveform might exist for 

the case of the thin cylinder target. This section will explore that 

possibility a little more fully.

Figures 5.6.1 and 5.6.2 display natural E-pulses of minimum 

duration designed to eliminate various numbers of natural modes of the 

thin cylinder target using both rectangular pulse and Fourier cosine 

basis sets. It appears that for each basis set the waveform is 

converging to the same unique E-pulse as the number of modes to be 

eliminated is increased. And since these E-pulses involve the first 

"layer" of thin cylinder natural resonances, it seems that this unique, 

basis-independent waveform may eliminate all the frequencies of the 

first layer. If this is indeed true, it would be plausible to extend 

the assumption to the elimination of all the layers. It is important 

to note that if the perfect E-pulse does exist it must be a specific 

natural E-pulse. For any given number of modes to be eliminated, the 

forced E-pulse is not well defined, since almost any duration may be 

chosen. Despite the existance of an infinite number of natural 

E-pulses, this section will concentrate only on the natural E-pulse of 

minimum duration.

To prove that this E-pulse is convergent is quite difficult.

It requires that all the natural frequencies of the thin cylinder
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Figure 5.6.1. Natural E-pulses of minimum duration synthesized using 
pulse functions to eliminate 3, 5, 7, and 10 modes of 
the thin cylinder.
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Figure 5.6.2. Natural E-pulses of minimum duration synthesized using 
Fourier cosine basis functions to eliminate the first 
5, 6, 7, 8, 9, and 10 modes of the thin cylinder.
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be known (or, at least those of the first layer), and it requires that 

the E-pulse waveform be calculated for increasingly larger numbers of 

natural frequencies. Neither of these are practical, of course, but 

it is interesting to explore a few aspects of E-pulse convergence using 

the pulse function basis set.

If the E-pulse is truly unique, then it should be independent of 

the basis set chosen to represent it (in the infinte limit), as long as 

the basis set is complete. However, it is possible to represent 

explicitly the E-pulse waveform using rectangular pulse functions and 

the analysis of section 4.6.1. This is not possible with the other 

complete basis sets. (At least, not at this time.) Without the 

explicit representation, it is quite difficult to compare the wave

forms as N, the number of frequencies to be eliminated, is taken to 

infinity.

The most apparent requirement for E-pulse uniqueness is that the 

duration converge to a specific value. Even if this happens, though, 

it does not insure that the corresponding waveform will converge. 

However, if the duration does not converge, the waveform cannot 

possibly converge. Equation 4.6.1.24 reveals that the duration is 

dependent only upon the imaginary part of one of the natural frequen

cies of the target. For the natural E-pulse of minimum duration, 

this becomes

(5.6.1)

where u>, is the largest imaginary frequency component to be eliminated.
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Thus, for the duration to converge to a certain value, cu, must beh
directly proportional to N in the limit that N -*■ 00. For the case of 

the thin cylinder, the imaginary part of the k'th natural frequency 

can be represented as

lim 6 (k) _ (
k-«° k

This is in accordance with the observed behavior of the first layer of 

natural frequencies, and is shown quite clearly in Table 5.6.1 and 

Figure 5.6.3. With this, the minimum duration converges to

(5'6-4)

demonstrating the uniqueness of the E-pulse duration.

With the duration shown to converge to a unique value it becomes 

necessary to verify that the corresponding waveform converges to a 

unique shape. This is quite difficult, since it requires the con

struction of an increasingly large number of pulse function amplitudes. 

Indeed, it would be much easier to prove the opposite —  that the 

waveform does not converge. Figure 5.6.1 shows why this might be a
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Table 5.6.1 Thin cylinder natural frequencies and approximations.

a) (L/c)n log(n)
on(L/c) an_L log(n+l) -.34091og(n+l)

1 -0.2601 -0.2362 0.9250

2 -0.3808 0.9237 -0.3745 0.9560

3 -0.4684 0.9105 -0.4726 0.9613

4 -0.5382 0.9897 -0.5487 0.9685

5 -0.5997 1.001 -0.6108 0.9708

6 -0.6535 1.003 -0.6634 0.9740

7 -0.7037 1.008 -0.7089 0.9754

8 -0.7486 1.007 -0.7490 0.9776

9 -0.7923 1.010 -0.7850 0.9786

10 -0.8319 1.008 -0.8174 0.9800
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Figure 5.6.3. Thin cylinder natural frequency behavior.
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worry. As N is increased, the leading portion of the E-pulse wave

form appears to increase without bound. It is important to examine 

this behavior more closely.

Equation 4.6.1.42 states that the relative amplitude of the 

first pulse function is always positive and is determined only by the 

E-pulse duration and by the real parts of the natural frequencies to 

be eliminated. It is given by

a N1 OvA -2o_Act =   = e N H e  n (5.6.5)
“2N n=l

where A is the width of each pulse, a is the amplitude of the first

Dulse function, and is the amplitude of the last pulse function. 2N
By knowing all the cr's it would be possible to calculate the relative

amplitude of the first pulse. There are three possible values it can

take as N <*>. It might diverge (i.e. -> 00 or -f- single value),

it might converge to zero, or it might converge to a number ? 0. It

would be hoped that the amplitude would converge to a nonzero value.

If ctj does approach infinity, it doesn't necessarily mean that the

E-pulse doesn't converge, since this could also indicate that

a =0 (and thus e(T )=0.)2N e
Of greatest interest is Ac^ which describes the area 

of the first pulse function. If the E-pulse is converging to a 

continuous waveform, then Act will converge to zero, for each a. 

However, the nonlinear E-pulse analysis of section 4.7 suggested the 

possibility that the first pulse function might actually converge to
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an impulse. In that case, its area would approach a constant. This 

requires that be inversely proportional to the width of a pulse, 

for N very large. That is, if the width of the pulses is decreased 

by one half, the relative amplitude of the first pulse must double.

To examine the behavior of the first pulse function amplitude, 

it is convenient to rewrite (5.6.5), replacing the product of 

exponentials with the exponential of a sum

This pulse function amplitude will converge to a specific nonzero 

value only if

exists. As the duration T£=2NA is converging to a unique value as 

N -»■ ", (5.6.7) can be written as

On the other hand, the first pulse will converge to an impulse if

(5.6.6)

(5.6.7)

(5.6.8)

N-*00
li« Ae°H4Ae°NAexp{-2A [ a }

n=l n
(5.6.9)

exists and is not zero. This requires
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if(r - \ ° n  - “ H  * K (S-6'10)v n=l 1

where K is some constant.

Rather than calculating the amplitude of the first pulse 

function based upon a knowledge of all the natural frequencies, it is 

more expedient to examine its behavior using an empirical relation

ship for aQ. Examination of the first layer of the natural frequencies 

of the thin cylinder target reveals that the real parts are negative 

and monotonically increasing (negatively.) Using the first ten

natural frequencies it is possible to deduce that the a’s obey an

approximate relationship given by

a = Alog(n+l) 7- (5.6.11)n L

where A<0. This is shown quite clearly in Table 5.6.1 and in Figure 

5.6.3, which plots (cr(n)/o(n-1)) • (log(n)/log(n+l)j . If the relation

ship were exact, this would yield unity. It is not exact, but it is 

quite close. The value of the constant A is determined by performing 

a least squares fit of the a's

£anlog(n+l)
A = 2----------  (5.6.12)

£ (log(n+l)) 2 
n

Substituting the values for from Table 5.6.1 gives A=-0.3409. The
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values of a generated using this value of A and (5. n
shown in Table 5.6.1.

Using (5.6.11) in the formula for the relate 

first pulse function, along with the relationship fc 

for large N

1 L

results in

a = exp{^ log(N+l)} H exp{-2A ̂  log(n+l)} 
1 N ‘ n=l N

= (m)A/N ? ( * n r W s
n=l

For large N, Stirling's approximation for the 

n! - (n/e)n/2rn

can be applied to yield

amplitude of the 

the duration

(5.6.13)

(5.6.14)

(5.6.15)

.1 function [70]

(5.6.16)
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s. ■

. ,, .-A/Nfm-ir2A<,I+l>/Ii (5.6.17)

Thus, since A<0, a1 does not converge. This agrees with the trend 

seen in Figure 5.6.1, where the relative amplitude of the first pulse 

seems to grow as N increases. Now, the relative area of the first 

pulse goes to

► — e2A N_2A_1 (5.6.18)

A > -J*

A  < -h (5.6.19)

A = -!g

Since A=-0.3409, the relative area of the first pulse converges to 

zero. This implies that while the amplitude increases in an unbounded 

manner as N <*>, the area behaves as does the area of a bounded pulse.
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his section has not proved or disproved the convergence of 

cylinder E-pulse waveform. However, it has provided some 

into the difficulty such a proof might entail.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 6

EXTRACTION OF NATURAL FREQUENCIES FROM A MEASURED RESPONSE

6.1 Introduction

The most obvious requirement for the implementation of a radar 

target discrimination scheme based on natural target resonances is the 

accurate knowledge of the natural frequencies of a wide variety of 

targets. For most realistic targets, theoretical determination of the 

natural frequencies is impractical. Thus it becomes necessary, in 

some manner, to determine the natural frequencies from a measurement 

of the response of a scale model target.

This chapter presents a variety of methods for extracting the 

natural frequencies of a target from its measured response. Basically, 

the methods can be divided into four categories. The first involves 

Prony's method, which is well known and was discussed in chapter 3.

It has many disadvantages, including a high sensitivity to noise, which 

prompts the investigation into the other methods presented in this 

chapter. In the second group, methods are developed which employ least 

squares parameter estimation, including a technique for regularizing 

the usually ill-conditioned problem. The last two groups utilize the 

E-pulse concept, solving first for an E-pulse and then extracting the 

natural frequencies from the E-pulse waveform. The first of these two 

groups involves minimizing the norm of the late-time convolution of

242
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the measured response and the E-pulse waveform. The second involves 

using the method of moments to solve the integral equation obtained by- 

setting this convolution equal to zero.

Each of these techniques will be examined in detail. Their 

performance under various circumstances, including the presence of 

random noise, will be examined for artificially constructed responses.

6.2 Pr'ony's Method

Prony's method is an old and well respected technique for 

approximating a known function using a finite sum of complex 

exponentials [49] . If the function is taken as the measured response 

of a target then the complex frequencies used to construct the curve 

which passes through all the measured data points (or a selected 

subset) can be taken as an estimate of the natural frequencies in the 

response.

Let r(t) represent the response of a conducting target, and 

assume that the response is sampled at a finite number of points in 

time. Then {r^ = {rCt^} becomes the discrete representation of the 

measured response, where ^  is the time of the i'th sample

and A is the constant sampling interval. Prony’s method attempts to 

find a function of the form

t± = (i-l)A (6.2.1)

M
f(t) = I c eSm -It mm=l

(6.2.2)
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which has the same values as r(t) at the sampled times. Here s andm
c are complex quantities. Equation (6.2.2) can also be written as m

M
f(t) = [ c Z C (6.2.3)

m=l m m

where

Zm = e5™  (6.2.4)

The function f(t) is a good model for r(t) if r(t) is composed of a

sum of damped sinusoids (as expected in the late-time response of a

target.) Since r(t) is necessarily real, c and s will occur onlym m
only in complex conjugate pairs.

For f(t) to be calculated uniquely, there must be at least 2M 

sampled response points. Then f(t) can be made to fit exactly through 

those points. If fewer points are used the resulting values of the 

complex frequencies will not be a good estimate of the natural 

frequencies in the response. It is thus necessary to have a good 

guess at the number of complex exponentials needed to accurately 

model the measured response (i. e. to know how many modes are 

present in the response.)

Since the sampling density A is assumed to be constant, 

equating the sampled response and the model f(t) demands that the 

following difference equation be satisfied
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M M t . M . M .'i

In essence, this requires that the model fit exactly through the 

sampled response points. Now, let Z^ be the complex roots of the 

polynomial equation

ZM - I a.ZM_i = 0 (6.2.6)
i=l 1

Using this, the right hand side of (6.2.5) reduces to zero and the 

equation becomes

V M-i " rM (6-2'7)1=1

The coefficients of the polynomial can be determined by choosing K>M 

sampled response values to use in the right hand side of (6.2.7). 

This results in

M
k=l,2,...,:

Equation (6.2.8) is a matrix equation which can be solved quite easily 

using standard techniques. If K>M it can be solved approximately using 

the method of least squares. Once the a's are determined, the roots 

Z^ are found by solving (6.2.6), and estimates for the natural fre

quencies in the measured response are given via (6.2.4) as
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S„ " I  loS<Z»> <6-2-9)

Lastly, with known, the complex amplitudes c_̂ can be determined by 

solving

f(t±) = r(t±) i=l,2,...,K (6.2.10)

by the method of least squares.

Prony's method is extremely simple to use. Except for (6.2.6) 

all equations are linear and can be solved using standard matrix 

algebra. Several standard numerical techniques also exist for 

solving the large polynomial equation (6.2.6). However, Prony's 

method has many shortcomings which greatly reduce its usefulness under 

practical circumstances. The worst of these is its extreme sensi

tivity to random noise, which will almost certainly be present in the 

measured response. Hildebrand [50] gives a clasic example of sensi

tivity to errors in the data, indicating that Prony's method is 

inherently an ill-conditioned algorithm, and averaging of results over 

different groups of samples or using linear least squares in (6.2.8) 

can only give marginally improved results. Examples of the performance 

of Prony's method in the presence of random noise, and an additional 

suggestion for improvement, are presented in section 6.9.

A second important drawback to Prony's method is the necessity 

of knowing the number of modes present in the measured response 

waveform. If M/2 modes are actually present, using fewer than M
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exponentials in (6.2.2) results in very inaccurate estimates of the 

natural frequencies. This is especially misleading since the 

approximation f(t) calculated using the smaller number of exponentials 

will still pass exactly through the sampled points, and will probably 

be a good approximation elsewhere (again, see the example in 

Hildebrand.)

Lastly, although it is not of great consideration with most 

measurement systems, Prony's method is the only technique of this 

chapter that requires a constant sampling density.

These practical difficulties have prompted the need for improved 

natural frequency extraction techniques. Five such methods are 

considered in the following sections.

6.3 Least Squares Curve Fitting

Let = {r(t^)} represent the measured response of a

conducting target, sampled at times t.. Assuming that the response is 

composed of a finite number of natural modes (plus possibly a DC 

level), an estimate of the natural frequencies contained in r(t) can 

be determined by finding the function of the form

N
F(Al5...,^,K,t) = K + I Anean cos^t + ip ) (6.3.1)

n=l n

which "best fits" in some way the measured data. With a best fit, the 

extracted natural frequencies are given by (â  + jun)*

The most common means of determining a best fit is to minimize 

the squared error between the fitting function and the measured data.
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In terms of multivariable calculus, let F(x) be a nonlinear vector 

valued function of the vector x, where F has the form given in (6.3.1) 

with i'th component F(Aj,... ,i|>̂ ,K,t̂ ) and x is given by

x =  ( A ^ , . . . , ^ , ^ ) 1 (6.3.2)

where T denotes matrix transpose. Now, define R(x) as the difference 

between the measured data and the fitting function

R . (x) = F (x) - r. (6.3.3)

F.(x) = F(x,t.) 

R.(x) = R(x,t.)
(6.3.4)

Then, least squares analysis requires the minimization of £5l]

E(x) = |R(x)|2 = I r2(x) 
2 i=l 1

with respect to the vector x, where M is the number of data points to 

be used and the subscript 2 on the absolute value sign designates 

norm (vector magnitude.) In vector notation, equation (6.3.5) can 

also be written as

E(x) = R(x )TR(x ) (6.3.6)
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Minimization of the quantity (6.3.5) is accomplished by setting 

the partial derivatives of E(x) with respect to each of the components 

of x equal to zero. This is merely the gradient of E, so

M
?(x) = V+E(x) = I V->-R. (x)R. (x) = 0 (6.3.7)x i=1 x x x

which can be written in matrix notation as

f(x) = J r (x )TR(x ) = 0 (6.3.S)

where J0(x) is the Jacobian matrix of l£(x). with entries

The vector valued function ?(x) in (6.3.8) represents a system 

of 4N+1 nonlinear equations in the 4N+1 unknown variables of x. There 

are many ways of solving such a system, but the most widely used is 

straight forward Newton's method.

Newton's method for solving (6.3.8) is developed by expanding 

f(x) in a Taylor series about a point x=x

f(x) = f(xQ) + V^f(xo)T(x-xo) + Js(x-xo)TvJf(xo)(x-xo) + ...

(6.3.10)

Keeping only the first two terms on the right hand side of (6.3.10) 

and using f(x)=0 gives the approximation
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This equation is then used in an iterative scheme to converge from 

some initial guess for x to the solution of (6.3.8).

The gradient of ?(x) in (6.3.11) can be expanded as

r M ivj"(x) = v|E(x) = l V ( x )  R± (x) j

= J (x)-J (x) + S (x)

where S (x) is the 2N+1 by 2N+1 matrix

sr($) = .1 v*)v§Ri(*}

JR< S > V &  = I V^Ri(x)7jRi(x)T (6.3.14)
i=l

I x i Jm,n 3x 3x 
J m n

Thus, equation (6.3.11) can be written as
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x = xo

It is obvious that a great deal of calculation is necessary to 

compute each value of x in (6.3.16). If 1i(x) was a more complicated

function than (6.3.3) many of the derivatives involved would have to 

be approximated using finite differences. Such approximation usually 

leads to a reduction in the region of convergence of Newton's method. 

Fortunately, for this application the derivatives can be calculated 

analytically. The Jacobian requires the first partials of R^x) and 

the Hessian the second partials. For the sake of completeness, these 

derivatives are given below. They are written in terms of the original 

variables in (6.3.1) with the required substitution given by (6.3.2) as

x, , 4n-l x >l4N+1 = K
a

(6.3.17)

X4n-2 an

Using these, the derivatives are
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There are two difficulties encountered when directly applying 

Newton's method via (6.3.16). First, Newton's method is only locally 

convergent. Obtaining a meaningful solution is highly dependent upon 

the initial guess for x [52]. In general, it will be possible to 

estimate the natural frequencies by using other techniques (such as the 

Fourier transform), but the amplitudes and phases of the individual
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modes will be quite difficult to approximate. Second, nonlinear least 

squares analyses are usually ill-conditioned problems. This is 

transferred into poor conditioning of the matrices in (6.3.16). The 

first of these problems, the effect of poor initial guesses, is 

addressed by the method of section 6.4. Both problems are attacked 

by the continuation method techniques of section 6.5.

6.4 Linear/Nonlinear Iteration

The least squares problem as introduced in equation (6.3.5) is 

actually a combined linear/nonlinear problem. The fitting function

(6.3.1) is linear in amplitude and phase (and DC level) but nonlinear 

in complex frequency. It might seem that this type of problem could 

be separated into two problems, one requiring linear least squares and 

the other requiring nonlinear least squares. This is indeed the case, 

and a general technique for solving combined linear/nonlinear least 

squares problems has been introduced by various authors [53j - [56].

The benefit gained by this separation approach is twofold. First, it 

eliminates the need to provide initial guesses for the amplitudes and 

phases which, it has been pointed out, is quite difficult. Second, it 

reduces the size of the nonlinear problem to be solved by %. However, 

this technique is considerably mere complicated than taking the problem 

as totally nonlinear and using Newton's method. This section presents 

an alternative to the separation of the linear and the nonlinear 

problems, keeping the benefits of that approach, but eliminating the 

complexity.

The algorithm to be introduced is termed "linear/nonlinear
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iteration" (hereafter referred to as 1/n iteration.) The vector 

difference between the fitting function and the measured data can be 

written with its linear component separated out by expanding the 

cosine in (6.3.1) as

A cos(m t + i|> ) = a cosi t + b sin<o t (6.4.1)n n n n n n n

where

a = A cosifi b = -A simp (6.4.2)n n Yn n n yn

Note that the phase-amplitude form (6.3.1) is easily regained through

(6.4.3)
ir a <0 n
0 a >0 n

Now, define two new vectors, one containing the linear variables and 

one containing the nonlinear variables, as

y = (a1,b1,...,aN,bN,K)T
(6.4.4)

z = (51,u 1 ,...,on ,£n )T

Using these allows the vector difference between the fitting function 

and the measured data to be written as
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R(x) = A(z)y - r (6.4.5)

where r^ = r(t^) and A is an M by 2N+1 matrix with the entries

(A )n,m I
i e^mcksin(2 t, m k

e^mtkcos~ t 
m k k n+1

2 n odd

n even

(6.4.6)

( A )2N+1,m 1

If the vector z in (6.4.5) is taken as constant, then the least 

squares problem given by minimizing (6.3.5) becomes purely linear, 

involving only the vector y. The solution to this problem is well 

known and requires no searching algorithm. The vector y* which 

minimizes the squared difference is the solution to the normal 

equation

(6.4.7)

which is

(6.4.8)

Writing (6.4.7) more simply as
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allows the solution to be written as 

y* = B(z)_1b 

The entries in B and b are easily calculated as

1. n odd, k = (n+i)/2

( B ) = £ e'̂ i.costo t.'n,2N+l k i

2. n even, k = n/2

1=1

3. n odd, k = (n+l)/2; m odd, q = (m+l)/2

___ M
f B 1 = 7 e^^cosoi, t. e^^cosai t.

n’m i=l k 1 q 1

4. n odd, k = (n+l)/2; m even, q = m/2

= M ~ ~( B ) = 7 eCTk icosw, t. ea(l -̂sinu t. ̂ ;n,m k i q i

(6.4.10)
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5. n even, k = n/2; m odd, q = (m+l)/2

= M * ~f B ) = I eCT̂  -̂sinoj t. eCT9 -̂cosoi t. ̂ 3 n,m ^  k x q x

6. n even, k = n/2; m even, q = m/2

_ M - „ ~
f B 1 = T -̂sindi t. eG<lt'^sinu t.'n,m .**, k x q xx=l

7. m odd, q = (nri-l)/2

M g
f B = J e q icosdi t. ̂ '2N+l,m ,L . q xx=l

8. m even, q = m/2 (6.4.11)

M a t-f B = J e q -̂sinto t.
3 2N+l,m q x

9.

( ®  ̂2N+1,2N+1 = M

10. n odd, k = (n+l)/2

M s t. 
bn = j  r.e k -̂cosufeti
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11. n even, k = n/2

b = 7 r .e^^sini, t.
n i=l 1 k 1

b2N+l J xri

If the vector y in (6.4.5) is taken as constant, then the least 

squares problem given by minimizing (6.3.5) becomes completely non

linear, involving only the vector z. This problem must be solved by 

some searching algorithm, such as the Newton’s method of section 6.3, 

and requires initial guesses for the components of z. However, the 

number of variables involved in the minimization is reduced by % over 

the original combined linear/nonlinear problem.

The 1/n iteration algorithm alternates between the solutions to 

the linear and nonlinear problems outlined above. A simplified 

flowchart for the algorithm is shown in Figure 6.4.1. At the outset 

an initial guess is made for the natural frequencies in the measured 

response and the linear problem is solved with the vector z assumed 

constant as the initial guesses. Then, with the vector y assumed 

constant as the solution y* to the linear problem, the nonlinear 

problem is solved for an updated vector z using Newton's method (6.3.16) 

to a specified accuracy. With z held constant, a new vector y* is 

calculated and the process is repeated, iterating between the linear 

and nonlinear problems, uncil sufficient accuracy in both y and z are
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u assumed constant

for a

guesses

by nonlinear

least squares

b , K by linear n J
calculate a

least squares

Figure 6.4.1. Simplified flowchart for linear/nonlinear iteration.
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ob tained.

The success of the 1/n iteration scheme is contingent upon the 

solutions to the linear and the nonlinear problems being different. 

That this is so is not obvious. Furthermore, the author knows of no 

previous algorithm of this type, and thus knows of no analysis of its 

convergence properties (and none will be attempted.) Although there 

is no guarantee that this method will converge at all, numerical 

experimentation shows that under many circumstances it does, and that 

its region of convergence is surprisingly large.

As a simple example, consider a theoretical response consisting 

of one mode, constructed as

r(t) = 0.1 + le"0-2tcos(2t + 1) (6.4.12)

Now, as a measurement simulation, this response is sampled at 100 

points between t=0 and t=10, with a constant sampling interval of 

t=0.1. An attempt is then made to recover a = -0.2 and w = 2.0 by 

means of the 1/n iteration algorithm. An initial guess of a = 0 

and to = 1.6 is assumed, and Figure 6.4.2 shows the results. Each of 

the components of y and z (normalized to the actual values in the 

constructed response) have been plotted versus the iteration number. 

Iteration 0 represents the initial guesses for a and £j and the initial 

linear solution for A, t|», and K. Each additional iteration represents 

one solution to both the linear and nonlinear problems. It can be 

seen that the different variables converge at quite different rates. 

While u has converged to within a percent of its actual value by the
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actual value
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iteration number

Figure 6.4.2. Convergence of the linear/nonlinear iteration method.
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sixth iteration, it takes nearly eleven iterations before K has 

converged to within the same accuracy, even though the "initial guess" 

guess for K (from the first solution to the linear problem —  iteration 

0) is much closer to the actual value.

6.5 The Continuation Method

The 1/n iteration method of section 6.4 attempted to alleviate 

the problem of needing good initial guesses for the implementation of 

Newton's method to solve (6.3.8), but it did not address the fact [57] 

that the nonlinear least squares problem is ill-conditioned. When a 

problem is ill-conditioned no algorithm can be depended upon to 

produce truly accurate results under most circumstances. 

"Regularization" is a technique for solving such a problem by 

transforming it into a related well-conditioned problem with a 

solution that is a good approximation to the elusive solution of the 

original problem [58] , [59] . An easily applicable choice for a 

regularization scheme for the nonlinear least squares problem is the 

well-known "continuation method" [60] , [61] . This technique is 

discussed in general terms in Allgower and Georg [62] .

Instead of minimizing the norm of the vector distance between 

the fitting function and the measured data as in (6.3.5) consider the 

minimization of the quantity

Gt (x ) = t|R(x)|| + (1-t)[W(x)|| (6.5.1)

where R(x) is given in (6.3.3), the subscript 2 on the absolute value
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sign designates L2 norm, and the i'th component of the vector W(x) 

is given by

x.
Wi(*) = r ^ _ 1  (6.5.2)oi

where xq contains a set of initial guesses for the components of x. 

W(x) is sometimes referred to as a "penalty term" and is designed to 

keep x from wandering too far from the initial guesses, as well as 

improving the conditioning of the problem.

Minimization of G^(x) with respect to the parameters in x 

requires

analogous to (6.3.8). The second term in H(x,x) is quite simple. 

Using

. =  -  , 3V x > iJTT(x) J . . = ~ --  = —  6 .. (6.5.4)W •'ijj 3x̂ XQi ij v

( Jw(x)TW(x) ). = (6.5.5)

It is seen that with t=1 (6.5.3) represents the original ill- 

conditioned nonlinear least squares problem (6.3.8). However, with 

i=0 equation (6.5.3) reduces to the well-conditioned problem
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Jw(x)TW(x) = 0 (6.5.6)

which has the obvious solution

x = x (6.5.7)o

The continuation method is an iterative procedure, beginning with TQ=0

and with x as a set of initial guesses. At each successive iteration o
is replaced by + At and the problem (6.5.3) is solved

using the Newton’s method analysis of section 6.3. As x increases at 

each step, more of the original ill-conditioned problem is added onto 

the well-conditioned problem (6.5.6). Assuming that Ax is small enough 

to insure convergence, the procedure continues until x = x .̂ If 

then the original problem is solved. However, it might be necessary 

to stop at "^<1 if the problem (6.5.3) becomes too ill-conditioned.

It is hoped that at this value of x the solution to (6.5.3) is a good 

approximation to the solution to (6.3.8).

The continuation method as outlined above has been implemented 

using the standard IMSL routine "ZSCNT” [63j to solve (6.5.3) with 

very promising results. However, this particular version will not 

converge under many circumstances. Fixing the step size Ax and always 

requiring x to increase is overly restrictive, as it may actually 

become necessary to reduce x at certain points to insure convergence.

It is possible to develop an alternative scheme which works well 

in practice and seems to be less sensitive to the initial guesses by
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assuming that (6.5.3) determines a simple path in (x,x) space leading

from (x ,0) to (xr, 0  as shown in Figure 6.5.1. The path leads from o i t
a set of initial guesses to the best approximation for the desired 

solution to (6.3.8). Locating the solution thus reduces to merely 

following this path until t=1 or the problem becomes too ill- 

conditioned.

It is convenient to parameterize the path by arc length s.

Then, if the chain rule is applied, the derivative of equation (6.5.3) 

can be written as

where v is the normalized solution to the homogeneous equation

Here "normalized" indicates that the solution to (6.5.10) should be 

replaced by the unit vector v/|v| before being used in (6.5.9).

H(x(s),x(s)) = (V-J) (6.5.8)

This can be viewed as a differential equation

dx
ds

= v (6.5.9)
dr
ds

(6.5.10)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 6.5.

Figure 6.5.

267

x

x = initial guess

1. Typical path for continuation method in (x,t) space.

x project
tangent

using Newton's method
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.2. Typical succession of predictions and corrections 
in continuation method.
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If it is assumed that at each point on the curve

b) A(s)

I'dx'iT dx 
Ldxj 5 ds

(6.5.11)

is nonsingular

then equation (6.5.9) can be solved using a standard ordinary 

differential equation follower, leading to the desired solution at 

T=Tf .

It is also possible to construct a "predictor-corrector" 

follower to step along the path until the final point (x^,x^) is 

reached, either at x^=l or when the problem becomes too ill- 

conditioned. The predictor step (Euler) is to solve (6.5.10) for 

(Ax,Ax) using a preselected value of arc length As. The sign of 

det(A(s)) is used to choose the correct sign of v, to continue moving 

in the same direction along the curve. Problems can occur if 

det(A(s))=0, which indicates that the path crosses itself at that point 

or that the path bifurcates. These problems can be overcome, and are 

addressed in [64] . It is also possible to incorporate a variable step 

size As which increases at points of small curvature and decreases 

when the path makes sharp turns. This is discussed in [62j .

Correction back to the curve uses Newton's method as described 

in section 6.3, with x held constant
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*i+i= *i ■ (^vyr^ovxp) (6.5.12)

where x is the oredicted value of x. At each iteration in Newton's 
P

method the condition number of the matrix

V^HCx^Xp) (6.5.13)

is checked to determine if the problem is becoming too ill-conditioned 

and whether the algorithm should be terminated. The condition number 

is calculated using singular value decomposition or estimated using 

Linpack routine "SGECO" [65]. Termination is demanded when the log 

(base ten) of the condition number becomes larger than the difference 

between the number of digits carried by the computer and the number of 

digits of accuracy estimated to be present in the measured data. If 

termination is not required the algorithm continues to follow the 

curve. Figure 6.5.2 shows a typical succession of predictions and 

corrections, and Figure 6.5.3 presents a structured flowchart for the 

implementation of the predictor-corrector algorithm. Theorems 

concerning sufficient conditions for the convergence of this form of 

the continuation method are discussed in [64] and [66] .

It would seem that initial guesses must still be made for the 

amplitudes and phases of the modes at the beginning of the algorithm. 

Although this requirement is true, it can be side-stepped somewhat by 

making guesses only for the natural frequencies and then calculating 

the amplitudes, phases, and DC level by using the linear least squares
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calculate (A? <■■£},K° using linear least sqi

large OR

(Predictor Step: Euler)

(gradjH.p)'

:-sign(det A(si>)*sign(det A(0))

v predicted value
Step: Newton's method)

DO until z converges OR CN too large

CN:”Cond(graa-U)

solve (grad-K) (z't-2K"r̂ ) 'HU*) for

contains identified natural frc-quencii

Figure 6.5.3. Structured flowchart for continuation method.
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analysis of equation (6.4.8).

An improvement upon the correction step can be made by including 

t as a free variable in Newton’s method, and demanding that correction 

be made normal to the prediction vector. This requirement demands

uT(Xi,xi) = 0 (6.5.14)

where u is a unit tangent vector to the curve at the point of 

prediction, and the multiplication is the vector dot product. Such a 

change would allow the predictor-corrector follower to "turn the 

corner" better if the path was to fold back along t. However, this 

change has not been implemented. A further improvement, which has 

been tried, is to use linear least squares at the end of each 

prediction step, to give the Newton's method correction step a better 

starting point. Results have been favorable, but perhaps not quite 

worth the additional computational expense.

As a simple example, consider the constructed response given 

by (6.4.12) and sampled as discussed in section 6.4. A step size of 

As=0.05 is chosen and an attempt is made to recover the natural 

frequencies via initial guesses of K=0.17, A=1.5, 5=0, w=1.6, and 

ip=2.0. The results are shown in Figure 6.5.4. The parameters are 

plotted (normalized to the actual values in the constructed response) 

against x on a logarithmic scale. Each of the parameters is seen to 

converge at a different rate: u converges quite rapidly while a does

not even begin to converge until x is quite close to 1. The logarith

mic scale cloaks somewhat the large amount of change occurring in many
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parameter value 
value at x=l

2.0

,5

.0

.5

0.001 0.01 0.1 1

Figure 6.5.4. Example solution using the continuation method.
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of the parameters for small values of t . Note also that there is no 

"folding back" of the path —  the curve is single valued in x for this 

case.

It is somewhat disconcerting to see the amount of correction 

occurring near x=0 and near x=l. This is due in great part to the 

form of the penalty term W(x) in equation (6.5.1). As x varies from 

0 to 1, the transition between the solution to

Jw(x)TW(x) = 0  (6.5.15)

and the solution to

J r (x )TR(x ) = 0  (6.5.16)

is not very smooth, because of the dissimilar natures of W(x) and 

R(x). Thus, a much smaller step size As is required than would be 

necessary if the transition were more direct, in order to allow the 

sharp corners to be negotiated. It is very important to note that a 

rapid convergence is not desired with this method. Rather, the ideal 

relationship would be to have a linear transition between x=0 and 

x=l, requiring the least amount of correction after each prediction 

step. If W(x) were a function more similar to R(x) this transition 

might be made much smoother.

Instead of minimizing G^(x) as given in (6.5.1) consider the 

minimization of the quantity
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Gt(x) = x|R(x)|* + A(l-T)|R°(x)!^ + B(l-x)|W(x)i2 (6.5.17)

The constants A and B are chosen to make the transition between the 

solutions at x=0 and x=l as smooth as possible. Since R°(x) and R(x) 

are nearly identical in nature, the transition when A is relatively 

large and B relatively small should be more direct. Note that the 

original problem is easily regained by letting A=0 and B=1 in

As an example of the improvement allowed by this modification, 

consider the simple one mode example solved earlier using (6.5.1), as 

shown in Figure 6.5.4. Using A=l, B=Q, and the same set of initial 

guesses for a and i (and linear least squares for the amplitude and 

phase), the natural frequencies are extracted via (6.5.17). The 

results are plotted in Figure 6.5.5 on a linear scale, and the 

transition is seen to be substantially smoother. There is no longer 

the behavior of rapid correction near x=0 and x=l, and so a much

where

R°(x) = F.(x) (6.5.18)

Here fr°} represents the curve generated by the initial guesses and is 

given by

r° = F.(x ) 1 1 0 (6.5.19)

(6.5.17).
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parameter value

2.0

.5

.0

.5

0.25 0.5 0.75 1

Figure 6.5.5. Example solution using the continuation method with 
modified penalty term.
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larger step size is allowed. Although this solution represents the 

case of no penalty term W(x), more complex problems should include a 

nonzero value for B to insure proper conditioning and to keep x from 

wandering too far from the initial guesses.

The modification of equation (6.5.1) given by (6.5.17) is quite 

easy to implement, and because of the sizable improvement in the 

smoothness of the path its use is highly recommended.

6.6 E-pulse Method

A very interesting method for natural frequency extraction can 

be constructed using the E-pulse concept introduced in chapter 4. If 

the measured response is indeed a pure sum of natural modes (plus, 

perhaps, a constant DC level) then there should exist a whole spectrum 

of E-pulses which when convolved with this response result in a zero 

late-time period. As the response will actually be contaminated by 

various types of noise, application of an E-pulse would yield a small, 

but nonzero response. The E-pulse method is an iterative procedure 

which searches for the natural frequencies which may be used to 

construct an E-pulse which results in a minimum late-time convolved 

response.

Let r(t) represent the measured response of a particular 

target. (Actually, this will be a set of discrete sampled data 

points.) Then, the convolution of an excitation signal e(t) and this 

response can be written as

q(t) = e(t)*r(t) = / e(t')r(t-t )dt t>T£ (6.6.1)
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The natural frequencies embedded in r(t) can be extracted by 

constructing e(t) as an E-pulse (via (4.4.3.4)) and minimizing the 

norm of the late-time convolved response

k ( 0 \\ = I Ccl(ti))2 (6.6.2)
i=l

with respect to the parameters c^,—  ,(0̂ , where M discrete points are 

chosen at which to evaluate the norm. As mentioned above, if r(t) is 

a pure sum of natural modes, and if a sufficient number of natural 

frequencies are used to construct e(t), then the minimum of (6.6.2) 

would be zero, and the routine would work perfectly. Since the 

response will actually be contaminated by noise, the natural frequen

cies used to construct the E-pulse will only be an estimate of the 

frequencies in the response.

It is not worthwhile to attempt to construct a Newton's method 

minimization scheme as was done in section 6.5, since it is impossible 

to calculate analytically the derivatives of the norm of the late-time 

convolved response with respect to the natural frequencies. Rather, 

it is necessary to calculate these using finite differences. There is 

a wealth of prepackaged computer routines to perform a minimization 

when the derivatives are not supplied, and the IMSL routine "ZXMIN" 

was chosen [63] .

As with the minimization employed in section 6.5, ZXMIN 

requires initial guesses as a starting point for iteration. The main 

benefit of the E-pulse method over the continuation method is that no 

guesses for the phases and amplitudes of the modes are required, since
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they are not used in the construction of the E-pulse. This also means 

that the number of variables in the minimization will be half that 

used in the continuation method. If the amplitudes and phases are 

needed for some reason they can be calculated as a final step using 

linear least squares via (6.4.8) with the natural frequencies held 

constant.

The major problem in employing this scheme is deciding which 

type of E-pulse to use in the convolution. The E-pulse should be as 

stable as possible, so that as the natural frequencies are varied in 

the minimization process the response waveform q(t) does not change 

wildly, making the local minimum difficult to find. From the results 

of chapter 5, this suggests using a natural E-pulse. Also, since the 

minimization is an iterative process, it is necessary to make the 

construction of the E-pulse and the convolution with the measured 

response as rapid as possible. Thus, the logical choice is to 

construct e(t) as a rectangular pulse function based natural E-pulse. 

Section 4.6 provides a very quick algorithm for its calculation, and 

sampled data convolution can be performed rapidly and accurately using 

the trapezoidal method of section 5.3.

As a simple example consider a one mode response constructed as

r(t) = le"°‘2tcos(2t + 1) (6.6.3)

This response is then sampled at 500 points between t=0 and t=10, with 

a constant sampling interval. Using initial guesses of cr=-0.1 and 

u>=1.9 and minimizing the norm of the late-time convolved response at a
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total of 25 discrete points equally spaced between the beginning of 

late-time and t=10, an attempt is made to recover the natural 

frequencies. Requesting three digits of accuarcy from routine ZXMIN 

results in cr=-0.200 and u)=2.00, and the routine has obviously been 

successful.

As a second example, consider the response given by (6.6.3) 

with a very small DC level of 0.01 added. The same set of sampling 

conditions and initial guesses then results in o=-0.208 and cj=1.98.

It is seen that the presence of a DC level adversely affects the 

performance of the E-pulse technique. This suggests that a DC E-pulse 

should be used in the convolution (6.6.1). Using a DC E-pulse, 

results for the above example (with DC=0.01) become o=-0.200 and 

u.'=2.00. Thus, the DC level has been adequately accommodated.

There is one unfortunate difficulty involved in implementing 

the E-pulse method, and it resides in using the natural E-pulse. Since 

the E-pulse duration is a function of the natural frequencies used in 

its construction, each iteration of the routine will have a different 

beginning to late-time. It thus becomes necessary to estimate the 

range over which the late-time region will vary, so that no points in 

the early-time are used in calculating the norm (6.6.2). This is 

quite difficult since it is hard to tell beforehand in what direction 

the natural frequencies will move. The best approach is to always use 

the natural E-pulse of minimum duration (which results in the greatest 

amount of late-time convolved response) and attempt to accurately 

estimate the frequency (imaginary part) of the highest mode present.

No experimentation has been undertaken employing forced
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E-pulses in the convolution. As this would eliminate the above 

problem, such an approach should be considered an important topic 

for future study.

6.7 Late-time Minimization Method

This method is very similar to that of section 6.6 in that it 

also requires the minimization of the late-time convolved response 

of an E-pulse and a measured response. However, here the minimization 

is not done with respect to the natural frequencies, but with respect 

to the amplitudes of the basis functions used to construct the E-pulse. 

The benefit over the E-pulse method is that an E-pulse need not be 

constructed at each step, and thus execution time should be reduced.

The result of the minimization in this method is the amplitudes 

of the basis functions forming an E-pulse. As a final step it is 

necessary to determine the complex frequencies that the E-pulse 

eliminates, and they are taken as an estimate of the natural frequen

cies in the measured response. The amplitudes and phases can be 

calculated, if desired, using linear least squares with the frequencies 

held constant. As with the E-pulse method, if the measured response 

is a pure set of natural modes and the right number of modes are used 

in the minimization of the convolved response, this method should work 

perfectly.

It is quite possible, in principle, to extract the natural 

frequencies from the E-pulse waveform, since equation (4.4.1.2) states 

that the Laplace transform of the E-pulse waveform should have zeroes
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at the complex frequencies that the E-pulse eliminates. However, if 

the E-pulse spectrum is quite complicated there must be a search 

through the complex plane for these frequencies, and this could be 

computationally difficult. It is therefore prudent to use an E-pulse 

with a spectrum that has easily determinable zeroes.

The most convenient E-pulse is that based upon rectangular 

pulse functions. Sampled data convolution can be performed rapidly 

using the trapezoidal rule integration method of section 5.3, and the 

complex frequencies that the E-pulse eliminates can be extracted as 

follows.

The spectrum of an arbitrary pulse function based E-pulse is 

given by equation (4.5.4.16). Thus, at the frequencies that the 

E-pulse eliminates

I a e~s£A = 0 (6.7.1)
£=1 *

where A is the pulse width, is the amplitude of the Jl'th pulse 

function determined by the minimization process, and the complex 

frequencies to be determined reside at s=sk. Now, letting

-sA (6.7.2)z = e

then (6.7.1) can be written as

(6.7.3)
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or, from complex algebra

L-l
n (z-zk) = 0 (6.7.4)
k=l

This indicates that there are exactly L-l solutions to (6.7.4) for zfc. 

The values of z^ are determined from (6.7.3) by using a standard 

complex polynomial root solving routine. Finally, the complex 

frequencies which solve (6.7.1) are given by

For a natural E-pulse the number of pulse functions used is 

L=2N, where N is the number of modes to be extinguished. Thus, there 

appears to be only 2N-1 roots to (6.7.4). However, this does not 

mean that only 2N-1 natural frequencies are eliminated (obviously, 

since the E-pulse was constructed to eliminate 2N frequencies —  the 

set of s^ plus their complex conjugates.) Equation (6.7.4) only gives 

values of ẑ . The natural frequencies, as determined from (6.7.5), will 

be infinite in number since the log is a multivalued function. The 

frequencies of interest are the principle values of (6.7.5), plus one 

other which is temporarily hiding (since there are only 2N-1 principle 

value frequencies.) The missing frequency is discovered numerically 

to be

sk  * - i  lo* <sk ) (6.7.5)

s = ±s* (6.7.6)
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where ŝ. is the frequency used to calculate the E-pulse duration via 

(4.6.1.24) and the sign depends on the specific problem. To recover 

this frequency write (6.7.1) as

£ a.e X’aA(cos(w£A) - jsin(w£A)) = 0 (6.7.7)
£= 1

Then it is obvious that (o,u)=±t:/A) is a root if a obeys

I a (-1)V°*A = 0 (6.7.8)
1=1

It is important now to remember exactly the condition that led to the 

natural E-pulse solution. Demanding that (4.6.1.15) hold led to 

discrete values of the E-pulse duration, given through

A = p=l,2,... (6.7.9)
j

where a>_. is any one of the frequencies of the modes to be eliminated. 

But this root also requires (6.7.8) via (4.4.3.4). Thus, s=o^±ja^ 

are both zeroes of (6.7.1), and the set of 2N principle value 

frequencies is complete.

The convolution of the E-pulse waveform and a measured

response r(t) is given by (6.6.1). An estimate of the values of the

natural frequencies embedded in r(t) is determined by first minimizing 

the norm of the late time convolved response (6.6.2) with respect to 

the amplitudes of the pulse functions and perhaps the duration T =LA. 

Then the frequencies are extracted from the amplitude values by
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locating the zeroes of (6.7.1).

Minimization of (6.6.2) is carried out as in the E-pulse 

technique by using a standard computer library routine. This routine 

requires initial guesses for the free parameters —  the amplitudes of 

the pulse functions and perhaps the duration. However, it is very 

difficult to estimate the heights of the pulses in an E-pulse waveform 

from the response it ic^to extinguish. This problem can be circum

vented by constructing an E-pulse at the first iteration based on 

guesses for the natural frequencies in the response. The amplitudes 

of the pulses in this E-pulse then become the initial guesses in the 

minimization routine.

It is remembered from chapter 4 that there exist an infinite 

number of E-pulses that eliminate the same finite set of natural modes. 

Thus, this technique could lead to a wide variety of E-pulse shapes.

The factor restricting the shape is the initial guess. If the initial 

guesses for the amplitudes are obtained by constructing a natural 

E-pulse based on guesses for the natural frequencies in the measured 

response, then chances are the waveform will converge to a natural 

E-pulse based on the actual frequencies in the response. For a natural 

E-pulse, 2N pulse amplitudes and the duration are used as free para

meters in the minimization, where the response is assumed to contain 

N modes. For a forced E-pulse, the duration is chosen (and fixed) 

and 2N+1 pulse amplitudes are used in the minimization. Either way, 

there are 2N+1 variables involved. To date the technique has only 

been implemented using natural E-pulses of minimum duration. Note 

that longer duration natural E-pulses could be utilized, but the length
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of the late-time period of the convolved response is reduced.

As a simple example, consider the response constructed as in

(6.6.3). This response is sampled at 500 equally spaced points

between t=0 and t=10. Using initial guesses of a=-0.1 and u=2.2 and

minimizing the late-time convolved response at a total of 25 points

equally spaced between the beginning of late-time and t=10, an attempt

is made to recover the natural frequencies. With two pulses and a

request for three digits of accuracy from IMSL routine ZXMIN, the

results are a =1.265, a =0.924, and T =3.142. The natural frequencies 1 2 e
are extracted using (6.7.1) and are found to be a=-0.200 and to=2.00,

and the routine has succeeded.

As a second example, consider the response in (6.6.3) with a

small DC level of 0.02 added. The same conditions and initial guesses

as above result in a =0.706, a =0.547, and T =3.146. The natural 1 2  e
frequencies are then calculated to be o=-0.162 and w=1.99. Obviously,

the presence of this small DC level has had a deleterious effect on

the accuracy of a. This is easily overcome by using three pulses in

the minimization and constructing a natural DC E-pulse as an initial

guess. With this, the above example results in the amplitudes and

duration a .=-3.61, a„=0.973, a,=2.64, T =4.71, and the natural 1 2 i ’ e
frequencies (^=0, ^=0, a2=-0.200, and w2=2.00. Again the technique 

has succeeded. Note the expected frequency at s=0 necessary to 

eliminate the DC component.

As in section 6.6 there remains the difficulty involving the 

variability of the beginning of late-time. Future studies should 

include modifying this technique to use forced E-pulses.
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6.8 Moment Method Approach

The previous section obtained the natural frequencies from a 

measured response by first creating an E-pulse through late-time 

convolved response minimization and then extracting the frequencies 

from the E-pulse. This section also presents a two step method, first 

calculating an E-pulse using the method of moments to solve the inte

gral equation created by setting the late-time convolved response to 

zero, and then extracting the frequencies from the E-pulse.

The convolution of an excitation signal e(t) and a measured 

response r(t) is given by equation (6.6.1). If r(t) is a pure sum of 

natural modes then e(t) can be constructed as an E-pulse, resulting 

in a null late-time convolved response. Thus, solving

for e(t) results in a waveform that approximates an E-pulse (for r(t) 

contaminated by noise), and the frequencies that it eliminates can be 

taken as an estimate for the natural frequencies contained in r(t).

Equation (6.8.1) is an integral equation for the unknown wave

form e(t), and it can be solved using the standard method of moments 

technique. The unknown waveform e(t) is first expanded in an appro

priately chosen set of basis functions

q(t) = / e(t’)r(t-t,)dt' = 0 t>T£ (6.8.1)
o

L (6.8.2)
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Then, rather than forcing (6.8.1) to be satisfied for all time, it is

multiplied by a set of M weighting functions w (t) and the momentsm
are taken [67]

The integral equation (6.8.1) has now been reduced to a matrix 

equation (6.8.3). This is the main benefit of this method over the 

methods of the two preceeding sections. A matrix equation is much 

easier to solve than the minimization problem of (6.6.2). If the 

number of weighting functions is chosen to be equal to the number of 

basis functions, as is usually done, then a search must be made to 

find a zero of the determinant. But since only one parameter is 

involved (the E-pulse duration), the computation needed is still much 

less than that in the minimization scheme.

The proper selection of basis functions is determined as in 

section 6.7 by the need to make the extraction of the complex 

frequencies from the E-pulse as easy as possible. The choice of 

weighting functions is controlled by the desire to simplify the calcu

lation of the moments (6.8.3). All told, three separate cases will 

be considered.

/ L Te \<w(t) , I a / f.(t,)r(t-t’)dt,> = 0  m=l,2,...,M (6.8.3)
\ m 1=1 o 1 '

where the angle brackets represent the usual inner product

/f(t)g(t)dt (6.8.4)
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I. Impulse basis functions, point matching

An E-pulse waveform constructed using impulse functions can be 

written similar to (4.5.5.2) as

2N-1
e(t) = I a 6(t-£A) (6.8.4)

£=0

where N modes are assumed to be in r(t). Thus, e(t) represents a 

natural E-pulse. In theory it would be allowable to use more than 2N 

basis functions, but this leads to matrix conditioning problems if 

only N modes are actually present in r(t) (see [60]). Using impulse 

functions for weighting

w (t) = S(t-mA) (6.8.5)

is equivalent in (6.8.3) to point matching at times t=mA. That is, 

the integral equation is forced to be satisfied at discrete values of 

time which are spaced the same as the impulse functions in e(t).

This allows (6.8.3) to be written as
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“ °rN-l +  “ lr8 -2  +  “ 2 V 3  +  +  a 2 8-lX ° * °

“»rH +Ct*Vl + °2V2 + •” * V l ' l  *°

“ Or lH-l +  • "  + ° 2 S - l r 2  =  °  ( 6 -8 -6)

where

= r(t=£A) (6.8.7)

Equation (6.8.6) can also be written in matrix form as

Ra = 0 (6.8.8)

with the matrix entries

(R)- • = r^- • , i=l,2,...,M j=l,2,...2N (6.8.9)

Proper application of the moment method requires that the same 

number of weighting functions as basis functions be used. This results 

in a homogeneous matrix equation, a solution of which can only
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occur when

det ( R ) = 0 (6.8.10)

resulting in discrete, characteristic values of A. With A determined, 

the matrix is reduced and then inverted to give the pulse amplitudes, 

which describe a natural E-pulse. The complex frequencies eliminated 

by the E-pulse are calculated by solving (6.7.1) and they are taken as 

an estimate of the natural frequencies in r(t).

Since r(t) will be available only as a sampled waveform, there 

are two simple ways to calculate the matrix entries in (6.8.8).

Either r(t) can be interpolated between sampled points, or A can be 

fixed and discrete convolution used. With A fixed, though, it is 

doubtful that (6.8.10) will be satisfied. Discrete convolution can 

also be employed if one more basis function than matching point and 

one more sample point from the measured response are used. Then e(t) 

becomes a forced E-pulse, A can be fixed at the sampling interval, 

and (6.8.8) can be solved as an inhomogeneous matrix problem.

Although this approach is not properly motivated from the point of 

view of the moment method, the results are most interesting. The 

matrix equation given by (6.8.3) now becomes

Ra 6 (6.8.11)

where
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_rN+i-la-l (6.8.12)i

With the amplitude coefficients determined by solving (6.8.11), the 

complex frequencies eliminated by e(t) are found by calculating the 

roots to

where.z is given in equation (6.7.2). An astounding fact is now 

revealed. These are exactly the same two steps used in Prony's 

method as described in section 6.2. Thus, moment method solution 

using impulse basis and weighting functions is identical to Prony's 

method, if one extra basis function is allowed. Since Prony's 

method has already been discussed, no numerical results will be 

presented.

II. Rectangular pulse function basis, point matching 

Expanding e(t) according to

where P£(t) is given in (4.5.4.3), and point matching at times t=tm 

allows (6.8.3) to be written in the matrix form

Le(t) =  I < * . ^ ( 0  
1=1

(6.8.14)

Pa = 0 (6.8.15)
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with the entries

(6.8.16)

Calculating these entries is identical to performing the sampled data 

convolution discussed in section 5.3. Since this involves interpo

lating on r(t), there is no restriction on the pulse width A. Thus, 

a natural E-pulse can be used and, with L=2N, the requirement

can be satisfied in the true spirit of the moment method. Then, solu

tions to (6.8.15) can be found, corresponding to discrete values for 

the duration of the E-pulse, and the complex frequencies can be 

extracted from the resulting E-pulse waveform by solving (6.7.1).

III. Rectangular pulse basis, rectangular pulse weighting

In this case, the excitation signal is expanded according to 

(6.8.14) while the weighting functions are given by

det ( P ) = 0 (6.8.17)

wm(t) = Pm(t)’m (6.8.18)

where

0 elsewhere
(6.8.19)
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and A is chosen in such a way that the weighting functions cover the 

entire late-time period. Whereas point matching forces the convolved 

response to be exactly zero at discrete points, using pulse weighting 

functions corresponds to forcing an average of the convolved response 

to be zero. When r(t) is contaminated by noise, employing an average 

of the convolved response should be a more stable approach.

Writing (6.8.3) in the matrix form (6.8.15) leads to the matrix

entries

The double integration required by the inner product of the pulse and 

the convolution can be calculated quite simply by using rectangular 

rule integration

where the double subscript on t^ indicates the k'th value of t out 

of a total of K values equally distributed over the m'th weighting 

function interval. The remaining integral in (6.8.21) is of the type

calculated in the pulse function basis, point matching analysis.

Thus, the matrix elements are merely sums of elements of the type 

used for that technique, and solutions for the natural frequencies

embedded in r(t) proceed identically.

(6.8 .20)

(6.8 .21)
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As a simple example consider a response constructed as in

(6.6.3). This response is sampled at 500 points in time, equally- 

distributed between t=0 and t=10. An attempt is then made to recover 

the complex frequency in r(t) by using the moment method, first with 

impulse and then pulse weighting. Using two pulse functions for 

expansion, and matching at two points (at the beginning and end of 

late-time) results in a root to the determinental equation (6.8.17) 

being found at Tg=3.14159. The corresponding pulse function amplitudes 

are found to be 0^=1.369 and ot2=l, while the complex frequency found 

by solving (6.7.1) is a=-0.200, w=2.00. Using two pulse functions for 

expansion and two pulse functions for weighting results in a root of

(6.8.17) at Te=3.14159, pulse function amplitudes of 0^=1.369 and 

a2=l, and the complex frequency a=-0.200, w=2.00. Thus, the moment 

method technique has been successful for both types of weighting 

functions.

As a second example, consider the response in (6.6.3) with a

small DC level of 0.02 added. Sampling under the same conditions as

above and using two pulse functions for expansion and two impulse

functions for weighting results in a root to (6.8.17) being found at

T =3.199. The corresponding pulse amplitudes are 0̂  = 1.278 and o2=l,

while the extracted frequency is a=-0.153, w=1.964. Using two pulse

functions for expansion and two pulse functions for weighting results

in a root to (6.8.17) at T =3.113 and the corresponding pulse e
amplitudes and frequency 0^=0.9172, a2=l, and a=0.0555, oo=2.018. 

Obviously, the presence of the DC component has had a harmful effect 

on the accuracy of the extracted frequency, both for impulse and for 

pulse function weighting.
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The DC level in the previous example can be accommodated by

expanding in three pulse functions, resulting in the creation of a

natural DC E-pulse. Using three impulse functions for weighting gives

a root to (6.8.17) at 1^=4.712, with the corresponding pulse amplitudes

and frequencies ct^-1.369, a2=0.369, a3=l and a1=0, 0)̂ =0, a2=-0.200,

and w2=2.00. Using three pulse functions for weighting results in a

root to (6.8.17) at T =4.712 as well, with amplitudes and frequencies e
identical to those found with impulse weighting. Thus, the moment 

method technique has succeeded in extracting both the expected 

frequency at a=-0.2, oj=2 and also the frequency at s=0 necessary to 

eliminate the DC component.

The moment method technique seems uncomfortably similar to 

Prony's method, and case I showed the reason for concern. However, 

the problems afflicting Prony's method in the presence of random noise 

are well handled by expanding the E-pulse in pulse functions as 

opposed to impulse functions. With pulse expansion functions, the 

convolution integral in (6.8.3) incorporates all of the points in the 

measured response, resulting in an averaging of the noise. With 

impulse functions the convolution only involves roughly 4N points.

For the simple one mode example discussed earlier, this meant using 

only 1% of the total of 500 points available. In the presence of 

noise, no averaging can be expected using Prony's method and only 

five points.

As in sections 6.6 and 6.7, there exists the problem of the 

beginning of late-time changing. However, this is a much less 

serious problem here, since T£ is the only parameter that is varied in
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searching for the solution to (6.8.17).

6.9 Comparison of the Methods

Six methods for extracting the natural frequencies of a radar 

target from a measured response have been presented in this chapter, 

of which only one, Prony's method, is not original. The sensitivity 

of Prony’s method to random noise has been noted as the motivation 

behind introducing the new methods. In this section, a comparison 

will be made between the various methods, and justification for using 

the new techniques will be sought.

It has been shown that each of the new extraction routines is 

successful in the simple case of a one mode response, while Prony's 

method is also known to work well under ideal circumstances. In 

addition, the new methods have been extended to multimode responses 

without difficulty. However, there are three important practical 

circumstances under which the natural frequency extraction schemes 

must be able to perform. The first is performance in the presence of 

random noise, which will undoubtedly be introduced at many points in 

the measuring process. The second is the ability to discriminate 

between nearly degenerate modes —  that is, between modes with natural 

frequencies which are quite closely spaced compared to the separation 

between other frequencies. The last is the ability to work well when 

the number of modes present in the measured response is under

estimated.

The last requirement leads to a particularly useful technique. 

Since the number of modes present in the measured response will not be
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known a priori, one would like to begin by assuming a small number 

(usually one) and slowly increasing it. For the methods which need 

initial guesses, the results from the solution with a small number of 

modes assumed can be used as guesses when a larger number is assumed. 

This is only possible, of course, if the routine works well when the 

number of modes in the measured response is underestimated. The 

importance of each additional mode is determined either by the amount 

that it reduces the residual (the value of the minimized quantity) for 

the methods which use minimization, or by the amount of energy the 

mode contains. (Amplitude alone is a poor description of the rele

vance of a mode; the damping factor may reduce the amplitude rapidly.)

This technique of underestimating the number of natural modes 

has proven quite useful when the continuation and moment method 

schemes are employed. In the continuation method, assuming a single 

mode rarely fails to extract the dominant mode in the response (as 

long as the initial guess is reasonably close.) In the moment method 

technique, the E-pulse duration obtained remains a good approximation 

when the number of modes assumed to be in the response is increased, 

since a root to (4.6.15) remains a root even in the presence of more 

modes.

To test the various requirements, consider the three mode 

response (with DC) given by
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r(t) = 0.1 + le 0•2601tcos(2.906t+l) + 0.5e'°'3808tCos(6.007t+2)

+ 0.3e'0,4684tcos(9.060t+3) (6.9.1)

Here, the complex frequencies used to construct r(t) are the first

three natural frequencies of the thin wire target (with factors of 
910 suppressed, see section 5.2) and the amplitudes have been chosen 

to accentuate the lower frequency modes. This response is then 

sampled at 500 equally spaced points between t=0 and t=10.

The sensitivity of each of the routines to the presence of 

random noise can be tested by perturbing each point in the response by 

a random number, the value of which is bounded by a certain percentage 

of the maximum (absolute value) of the response. Table 6.9.1 shows 

the results of using each method with various levels of noise. In the 

continuation method and the 1/n iteration method only 100 of the 500 

points have been used. Using more points would have given an increase 

in accuracy, but would have required more computer time. A total of 

fifteen iterations were allowed in the 1/n iteration method. In the 

late-time minimization method, the norm has been calculated at a total 

of 25 points. For the moment method, results are shown for both 

impulse and pulse function expansion. For the single case of Prony's 

method, the DC level in (6.9.1) has been omitted, since the version of 

Prony's method used is unable to accommodate a DC level (although 

modification for such is possible.) Lastly, results for the E-pulse 

method have not been included due to the similarity between the
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Table 6.9.1. Performance of various natural frequency extraction 
methods in the presence of random noise.

5% NOISE

°1 “l a2 u2 C3 “3

VALUE -.2601 2.906 -.3808 6.007 -.4684 9.060

PM -.4593 2.783 .0179 3.491 -.3043 .7620

L/N -.2575 2.899 -.3964 6.055 -.4711 9.149

LTM -.2614 2.909 -.3976 6.005 -.5229 8.959

MMPF -.2584 2.903 -.4294 6.032 -.0414 8.961

MMIF -.2697 2.936 -.3847 6.031 -.2284 8.924

CM -.2575 2.899 -.3964 

10% NOISE

6.056 -.4717 9.149

CT1 “l a2 “2 a3 “3

VALUE -.2601 2.906 -.3808 6.007 -.4684 9.060

PM -.3533 2.694 .1410 2.981 -.1717 .6729

L/N -.2539 2.892 -.4099 6.111 -.4825 9.224

LTM -.2729 2.912 -.3910 5.955 -.4708 8.973

MMPF -.2537 2.899 -.4788 6.075 .0332 9.211

MMIF -.2781 2.957 -.3838 6.022 -.0878 8.907

CM -.2538 2.892 -.4099 6.112 -.4845 9.225
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Table 6.9.1 (cont'd.)

25% NOISE

°1 “l a2 oj2 a3 “3

VALUE -.2601 2.906 -.3808 6.007 -.4684 9.060

PM -.3917 2.775 .0614 2.117 .2330 .8231

L/N -.2348 2.863 -.4053 6.321 -.5911 9.521

LTM -.2574 2.933 -.3393 5.996 1.272 8.541

MMPF -.2419 2.882 -.4999 6.208 .3077 9.312

MMIF -.2961 3.009 -.4344 5.946 .0990 8.899

CM -.2343 2.862 -.4036 6.322 -.5936 9.527

KEY: VALUE

PM

Actual frequency value in response 

Prony's method (no DC)

L/N Linear/nonlinear iteration (15 iterations)

LTM Late-time minimization method

MMPF Moment method —  pulse function weighting

MMIF Moment method —  impulse function weighting

CM Continuation method
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E-pulse and late-time minimization techniques.

Table 6.9.1 reveals that each of the new techniques works 

reasonably well in the presence of random noise, with the continuation 

method and 1/n iteration working the best. It is seen that the 

results for these two methods are nearly identical. This is not 

surprising, since each technique minimizes the same quantity. It is 

reassuring, though, to see that the two quite different approaches 

give the same results. The slight discrepancy is due to an insuf

ficient number of iterations in the 1/n iteration method. For 10% 

random noise, the maximum error is 1.8% on to3 and 6% on c2 when using 

the continuation method.

Most importantly, Table 6.9.1 shows that with the possible 

exception of the first mode, Prony's method fails miserably in the 

presence of random noise. Results could be improved somewhat by 

averaging or using least squares, as discussed in section 6.2, but 

only marginally. Results can also be improved by overestimating the 

number of modes present in the response. This is considered later, 

when Prony's method and the continuation method are considered in 

greater detail.

To test their performance when the number of modes in the 

response is underestimated, each of the methods is applied as 

described above, assuming first one mode and then two modes are 

present. The results are shown in Table 6.9.2. Again, each of the 

new methods works quite well, with the late-time minimization method 

working the best (remarkably so when two modes are assumed present.) 

Prony's method, on the other hand, cannot possibly work without using 

a sufficient number of modes. This means that it is essential to
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Table 6.9.2. Performance of various natural frequency extraction 
methods when number of modes is underestimated.

ONE MODE EXPECTED

°1 “l

VALUE -.2601 2.906

PM -.0468 .4251

L/N -.2171 2.848

LTM -.2589 2.897

MMPF -.2460 2.909

MMIF -.2606 2.896

CM -.2171 2.848

°1

TWO MODES 

“l

EXPECTED

°2 “2

VALUE -.2601 2.906 -.3808 . 6.007

PM -.3649 1.883 -.6549 .8467

L/N -.2486 2.889 -.3524 5.882

LTM -.2603 2.907 -.3803 6.009

MMPF -.2598 2.905 -.3312 6.007

MMIF -.2977 2.914 -.3781 6.056

CM -.2486 2.889 -.3523 5.882

See key in Table 6.9.1 for explanation of terms
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accurately determine the number of modes in the response when using 

Prony's method, or to always radically overestimate.

To see if the methods can discriminate between nearly degenerate 

modes, w=6.007 is changed to *=3.1 in the second term of (6.9.1) so 

that the first and second frequencies are quite close. Each method is 

then used to extract the complex frequencies and, as expected, each 

succeeds. It is difficult to assess the relative ability of each 

method to separate the modes, but Prony's method, the moment method and 

the continuation method seem to work the best. Prony's method needs 

no initial guesses and an exact answer is easily obtained when there 

is no noise. The moment method also works quite well since there is 

only the E-pulse duration to be determined. The continuation method 

works the best of the methods which need initial guesses in that it 

converges for even bad guesses. For example, the continuation method 

converges rapidly for guesses of <^=-0.1, a2=-0.1, a3=-0.1 and *^2.5, 

*2-2.6, <V=8.6.

It is seen from the above tests that Prony's method is the least 

practical of all the techniques considered, even though it is the 

quickest and easiest to use. Of the remaining methods, the moment 

method technique is the most efficient since it is also quick and only 

needs a guess for the duration. However, it does have drawbacks. On 

many occasions extraneous roots will be found corresponding to non

existent modes. The trustworthiness of a root must be estimated by 

changing the late-time region over which the weighting functions are 

used. A true root shouldn't vary by much when this is done. In the 

presence of noise there may be no root at all, but sometimes it can

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



304

be teased out by using the same trick.

The most reliable method under the widest variety of circum

stances is the continuation method. As one last, more realistic 

simulation, Figure 6.9.1 shows a 30° thin cylinder impulse response 

constructed using the first eight natural frequencies. This represents 

what might be a typical measured response. Figure 6.9.2 shows the 

same response with 10% (of the maximum response value) random noise 

added. An attempt is made to extract the eight natural frequencies 

from the noisy response using both the continuation method and Prony's 

method.

Figure 6.9.3 shows the result of using straightforward Prony's 

method. As can be seen, except for the first and fourth modes the 

results are quite disappointing. Improvement can be gained by 

assuming that sixteen modes rather than eight are present in the 

response. The results for this case are also shown in Figure 6.9.3.

The accuracy has indeed improved for many frequencies, as is expected 

since more of the sampled points have been included in the analysis. 

However, an additional problem arises. It is very difficult to 

determine which of the sixteen frequencies are actually present in the 

response. Although some of the corresponding amplitudes are quite 

low, others belonging to nonexistent modes are of substantial magnitude. 

Without the a priori knowledge of the true frequency values, it would 

be quite difficult to categorize the results.

In contrast, Figure 6.9.4 shows the frequencies extracted using 

the continuation method with eight modes assumed present. The accuracy 

is quite remarkable. Even though it would not have been known to
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Figure 6.9.1. Impulse response of a thin cylinder oriented at 6=30 
constructed using first eight natural modes.
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Figure 6.9.2. Eight mode 30 thin cylinder impulse response with 10% 
random noise added.
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- 3 .0  -2 -0  -1 .0  0 .0  1.0
Normalized damping coefficient a/(c/L)

Figure 6.9.3. Natural frequencies extracted from noisy impulse 
response using Prony's method with eight modes 
assumed (A) and sixteen modes assumed (+). Circles 
represent frequencies used to construct noise free 
impulse response.
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- 4 .0  -3 .0  -2 -0  -1 .0  0 .0  1 .0

Normalized damping coefficient cr/(c/L)

Figure 6.9.4. Natural frequencies extracted from noisy impulse
response using continuation method with eight modes 
assumed (x). Circles represent frequencies used to 
construct noise free impulse response.
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expect eight modes, the residual generated using nine or more would 

not have been significantly smaller than when using eight. The 

"underestimating" technique would have said to stop at eight.
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CHAPTER 7

THIN WIRE ELLIPTICAL LOOP SCATTERER

7.1 Introduction

The natural frequencies of a perfectly conducting body can be 

obtained theoretically through the solution to the electric field 

integral equation given by (2.3.3). As this equation contains only 

variables of position, it is easy to see that the natural frequencies 

depend only on the geometry of the scatterer, and not upon excitation. 

However, since the natural mode expansion of current given in (2.2.4) 

may not be complete, it becomes prudent to verify the expansion 

experimentally. This can be accomplished by comparing the natural 

frequencies extracted from the measured response of a target with 

those determined through a theoretical analysis, and by demonstrating 

their aspect independence.

An appropriate target for experimental investigation must be 

simple to analyze theoretically, and yet possess enough complexity to 

allow an efficient method for varying its aspect dependent interaction 

with respect to the transmitting and receiving antennas. Thus the 

sphere, while allowing a simple theoretical analysis, is useless for 

aspect dependence checks. The thin cylinder target provides a good 

check on the values of analytically determined natural frequencies, 

but since the present experiment involves transmission over a

310
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conducting ground screen (see chapter 8), only normal incidence is 

allowed, and aspect dependence checks are again unavailable.

It is well known that a thin wire loop antenna is highly 

directive. This suggests that a wire loop would be a good choice for 

an aspect sensitive target. If the loop is planar, experimental 

verification of natural frequency aspect independence would be quite 

simple. Measurements of scattered field or surface currents could be 

made with the plane of the loop normal to the ground screen, and the 

loop could be rotated to provide a change of aspect. Note that this 

requires defining a loop geometry that is symmetric, to include the 

imaging effect of the ground screen.

'This chapter will conduct a theoretical analysis of an

elliptically shaped thin wire loop scatterer. Such a loop conforms

with the above description and should provide a good check of the 

values and aspect independence of its natural frequencies. The simple 

mathematical description of an elliptical boundary allows the 

formulation of a precise electric field integral equation (within the 

approximations allowed by a thin wire analysis), avoiding the messy 

boundary conditions required by a segmental representation of more odd 

shapes (such as a rectangle.) This integral equation will be solved 

numerically using the moment method, and the natural frequencies 

determined.

It is interesting to point out the special cases allowed by 

the analysis of the elliptical loop. When the eccentricity is zero

the ellipse becomes a circle. Analysis of a circular loop is

particularly simple, and is carried out as a preliminary in
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section 7.3. When the eccentricity approaches unity, the elliptical 

scatterer approaches a parallel wire transmission line, with each end 

shorted. Such a transmission line should not radiate and thus 

determination of its natural frequencies is trivial.

7.2 Thin Wire Electric Field Integral Equation

The natural frequencies and modal surface current densities for 

an arbitrarily shaped conducting body can be found through equation

(2.3.3). Specializing the target to be a thin circular wire and 

employing a number of approximations results in many simplifications.

It is more convenient at this point to return to the notation 

used in equation (2.2.8). With this, equation (2.3.3) can be 

written as

{ ) o ~T®’J  ̂V' •K(r' ,s) (t-V) - •y2t-K(r',s) I f^~dS' = 0 

S (7.2.1,
for all rtS

Now assume that the target is a thin wire with constant circular cross 

section of radius 'a'. This allows any point on the wire surface to 

be described by (u,<|0, where u is the distance along the axis from 

some convenient origin of axial coordinates, and rp describes the 

angular position on the periphery of the wire cross section.

Further assumptions follow along the lines of the classic "thin 

wire approximation" of antenna theory. It is assumed that the surface 

current K(r) has only an axial component and that it can be written as
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the product of an axial current I(u) and a constant function f=l/2ira. 

This corresponds to zero transverse variation of K(r), and allows the 

surface integral to be written as the product of two line integrals, 

one along the axis and the other around the periphery. Furthermore,

R, which represents the distance between a field point and a source 

point on the surface of the wire, is approximated as the distance R 

between the axial location of the field point and the source point on 

the surface. Lastly, the line integral around the periphery is 

replaced by the average value of the integrand multiplied by the total 

angle of traversal, 2ir.

With these approximations, equation (7.2.1) reduces to

| | ~ T2(u -u ')I(u ,,s ) J g(u|u';s)du' = 0

(7.2.2)

for all i£ T

i(uiiaT ;s) = f-r—  (7.2.3)

R(u|u’) = (d2+a2] ̂  (7.2.4)

Here d is the distance between axial points u and u' on the outer 

periphery of the wire, u is a unit vector in the axial direction at
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position u, and r represents the axial path of integration. This is 

the thin wire electric field integral equation which will be 

employed in the following sections.

7.3 Circular Loop Scatterer

A thin wire shaped into a circle forms the basis for the classic 

loop antenna, and has been analyzed in depth [68] , [69]. An antenna 

analysis using the singularity expansion method has also been 

examined [l6]. As this shape forms a special case for the elliptically 

shaped loop, the natural frequencies will be calculated here using a 

similar analysis.

The integral equation describing the natural frequencies of the 

circular loop based on the thin wire approximation can be obtained 

by using equation (7.2.2). Employing the geometry of the loop shown 

in Figure 7.3.1, the axial position is given by

u = b<j> (7.3.1)

while the dot product of the unit vectors in the primed and unprimed 

coordinate systems is

u * u1 = cos(4>-b') (7.3.2)

and the distance between a point on the axis of the wire and a point 

on the outer surface is given using (7.2.4) as
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Figure 7.3.1. Geometry of thin wire circular loop scatterer.
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(7.3.3)

In these equations <ji is the usual angular variable in polar 

coordinates, b is the outer radius of the loop, and ’a' is the wire 

radius. With these, equation (7.2.2) can be written as

A solution to (7.3.4) could be achieved directly by using a numerical 

technique such as the method of moments. However, the special symmetry 

of the problem allows a more insightful solution.

Equation (7.3.4) can be simplified somewhat by integrating the 

first term by parts

for all -ir<<j><ir

where

i(<j> |<j>' ;s) = I(<f>-<j>') =
e-TR(<M>’)

(7.3.5)4-rrR(4)— ')

aj(d)-d' ;s) |u
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_,, , . 32ef<f>-<i>'; s) ,, ,!($ ,s) — ~ “ 1 f '■ d<j>

The integral equation then reduces to

/ ';s)I(4>' ,s)d<j>' = 0 for all -Tr<«j)<ir (7.3.7)

K(<J)-4>’;s) = [ “ £■ - (>b)2cos( d > — 4 > ') J  g(<j>-<j>' ;s) (7.3.8

Because of its dependence only on the difference between the angles < 

and (j)’, the kernel of the integral equation can be expanded in a 

Fourier series as

K(<M>’;s) = I a (s)e"jia(*”*,) (7.3.9)

an(s) - a_n(s) - - ̂  (k ^ O )  + Kn.l(s)) - ^ ( a )  (7.3.10)
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K (s)
jne -*(0)

The current can also be expanded in a Fourier series

I(4>,s) = I I (s)e'

where the modal current coefficients Im(s) depend upon the particular 

fora of excitation. Substituting the expansions (7.3.9) and (7.3.12) 

into the integral equation (7.3.7) results in

/ I I - 0
- n a n

(7.3.13) .

for all —ir<jp<n

or

I I a (s)I (s)e_jn* / ej(n-m)* V  = 0 
u n m Jm n -7T

(7.3.14)

for all —ir<tp<jr

The integral merely results in the Kronecker delta and thus (7.3.14) 

reduces to
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Employing the orthogonality of the exponentials gives the required 

characteristic equation for the natural frequencies of the circular 

loop

a (s) = 0 (7.3.16)n

Roots to the above equation occur at s=sni> where the i refers to the 

i'th root at a given value of n.

The integral representation for the modal kernels ^(s) can be 

simplified by identifying even and odd components. First write

e ("vh)?ejn9 _ e (ab)r/c£cos n̂e_ubr/c  ̂+ j-in(ng_a,i,r/C))

(7.3.17)

where r is the normalized distance

r (9) = (7.3.18)

Here also, s=a+jw, and c is the speed of light. Next, let

„Cs) -  I t  ( K (s ) +  J K . ( s )
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>1!
e cosn9cos (cobr/c)

K (s) = I" e gbry'Csinn6cos((jjbr/c)^0 _ f e gbr^cCosn9sin(q)br/c)^0
ni s J ; J r

= -2 j e~gbr/Ccosn9sin(mbr/c)_ dQ (7.3 .21)

Note that the integrand of Knr(s) has a large peak at 9=0 while the 

integrand of Kni(s) does not. This suggests that special attention 

is required in performing the numerical integration in (7.3.20). 

Experience has shown that the integral converges quite quickly if the 

domain is split into two portions: (0,A) and where A is given

by the point where 1/r becomes one tenth its maximum value. This 

occurs at approximately

A = 10 J (7.3.22)

Finally, it is convenient to write the characteristic equation for
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the natural frequencies in the normalized form

(Tb)2 ( Kn+1(s) + K^Cs) ) + 2n2Kn(s) = 0 (7.3.23)

7.4 Elliptical Loop Scatterer Integral Equation

The natural frequencies of a thin wire formed into an ellipse 

can be determined by the thin wire analysis of section 7.2. A proper 

specialization of the thin wire electric field integral equation 

(7.2.2) can be obtained based on the geometry of this scatterer, as 

given in Figure 7.4.1.

A standard system of elliptical coordinates [70] is established 

according to

x = qcos'n?cosTi
(7.4.1)

y = qsinh^sinp

where § and n are measured in radians. Thus, a point on the outer 

periphery of the wire is given by constant values of q and £.

Defining the distance from the origin of (x,y) coordinates to the 

outer edge of the loop along the x-axis as A and the distance along 

the y-axis as B, a point on the outer periphery of the loop can also 

be written as
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n=0

Figure 7.4.1. Geometry of thin wire elliptical loop scatterer.
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x = Acosn 

y = Bsinn

Therefore, the distance between two points on the c 

the loop is given by

d(n|n') = Af(cosn-cosn')2 + — (sinn-sinn*)2 I a2

The distance along the outer edge of the loop 

of the n coordinate at the x-axis is given by the coi 

arc length of the ellipse

o

Using

= -Asinn' = Bcosn'dn an

the arc length becomes

r f 2 ^
u(n) = A sin2n' H cos2n' dn’

:er periphery of

(7.4.3)

from the origin 

rresponding

(7.4.4)

(7.4.5)
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and the differential arc length is

du = (7.4.7)W(n)

_ L _ = a  ^ s i n2n + 5_ C0S2n j (7.4.8)

Using this, the partial derivative with respect to the arc length can 

be written as

1, (7.4.9)

Lastly, it is necessary to calculate the form of a unit vector u 

tangent to the surface of the wire. The slope of the ellipse at a 

point u on the outer edge of the ellipse is given by

u dx y 2 A

and thus the unit vector u becomes 

S y + x
u     r 2 (7.4.11)

(sj + 1)*

where E = sign(n) , -ir<n<Tr. This is used to obtain the product of the
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unit vectors at u and u* as

, B2sinn sinn h cosncosn
- - i A2u*u’ = u Cn[n’)  ------------------------------------------

| sin2n + ̂  cos2n sin2n' + cos2n'

(7.4.12)

With these relationships, the integral equation (7.2.2) takes 

the form

j  J  w(n)W(n') “ 'V2U(nin,)l(n,,s) j  I(n|n';s) = 0

for all -r̂ n̂ iT (7.4.13)

which can also be written as

IT
j ( S~~3̂ ~r~~ h i  ~ 72s(n|n')l(n’,s) j i(n|n’;s)dnI = 0 

for all —ir<n<_ir (7.4.14)

where

f g2 ]
S(n|n') = A2 sinnsinn1 H----- cosncosn' (7.4.15)

I A2 J

Note that unless A=B, S(n|n') f S(n-n') and g(n|n') ^ g(n-n'), and
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thus a Fourier series type solution is not possible.

The integral equation (7.4.14) can also be written in the more 

convenient normalized form

j  (  3 I 3 n ~ ~ ~  f n  " < 2SCn|n ')l(n' ,s) j  g(n|n,;s)dn' = 0 

for all —ir<n<ir (7.4.16)

icn|n*> - stolnn. 3<n|n.j _ iialnii. (7.4.l7)

- e- ( * ) E
g(n|n';s) = ---- —

( * ) R

R = ( d2 + ff)2 Y  (7.4.19)

An important check on the validity of the integral equation 

can be performed by letting A-+B. This gives

S A2cos(n-n ') (7.4.20)
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d A  (cosn-cosn')2 +  (sinn-sinn')2

2Asin(n2n' ) (7.4.21)

Using this, along with the fact that the coordinate variable n becomes 

the polar coordinate variable <j>, the elliptical loop integral equation 

reduces to the circular loop integral equation (7.3.7), as expected.

7.5 Moment Method Solution to Electric Field Integral Equation

The elliptical loop electric field integral equation can be 

solved by using the standard method of moments technique [67] . Before 

a solution is attempted, however, the symmetry of the elliptical loop 

can be used to simplify equation (7.4.16) considerably. There are in 

fact only four possible manners in which the current can be 

distributed around the loop. These are numbered one to four as shown 

in Figure 7.5.1. The sign indicated in each quadrant of the ellipse 

corresponds to the relative sign of the current in that quadrant 

(referred to the sign in quadrant I, which is chosen as positive in 

each case.) With these, the current in any quadrant can be written 

in terms of the current in quadrant I as

iO r-n ) = Q2j I (n )

K n - i )  = Q3j K n ) (7.5.1)

K -n )  = QA jK n )
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Here Q„ represents the sign of the current in quadrant i for 

symmetry case j, referred to the first quadrant. Thus, Q„ is given 

by the sign table

CASE Q23 Q3j Q4J

j=l + + - -
3=2 + - - +

j=3 + - + -
j=4 ' + + + +

The ellipse symmetry can be utilized by splitting up the 

integral equation into four parts

tt/2 it -tt/2 o
/ f(n|n';s)dn' + / f(n|n1;s)dn’ + /  f(n|n';s)dn' + / f(n|n';s)dn' = 0 
o u/2 -it -tt/2

for all -ir<ji<Tr

f(n|n';s) = [ ~ (’|A)2S(n|n,)l(n',s) | iCnh'js) (7.5.4)

Numbering these integrals as one through four, each can be considered 

individually. First consider

I = / f(n|nT;s)dn'
2 t t/2
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Using the change of variables

yields

(7.5.6)

h  ° j ( 33(!I3)'S>' j JO^-xjsJdx

The partial derivative is calculated as

3I(tt-x ,s ) _ 3I(tt-x ,s ) 3x _ 3I(tt-x ,s ) 
‘3(tt-x ) 3x 3 (tt-x) 3x

3I(tt-x ,s )
3x

3 (?.-*) 
3x

(7.5.8)

Employing this and the symmetry relationship from (7.5.1) gives 

tt/2

I2 = Q2j j  (  ~ - " I T - - -  h i  ~ ( ^ ) 2S(n|TT-x)I(x,s) j  i(n|ir-x;s)dx

Similarly, the remaining two integrals can be shown to be

-tt/2

= Q3j { ( 3I3x ’S) In ~ (YA)2i(n|x-TT)I(x,s) | g(njx-TT;s)dx

(7.5.10)
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I = / f (n [ n';s)dn'
4 -tt/2

tt/2

= Q4j { ( " ~ 3x’S) ‘ ('A)2S(n|-x)I(x,s) J I(n |-x;s)dx
Thus, the integral equation (7.4.16) can be written as 

tt/2

j ( Ql j  ( 3J3n-’ S> k ‘  C ^ V n l n ’ T K n '.s ) ] I 1Cn|n’ ;»>

- q23 ( 3I3n’’S) <W>252Cn|n->I<T,-,s) j i 2(n |n ';S) +

+ Q3j [ 3I^ ' ,S> ~ (’A)2s3(n|n')i(n',s) j  g3(ri|n';s) -

QA3 | + (YA)2S4( nh,)ICn,,s) j  I4(n|n';s) | dn’ = 0

for all 0 <_ n < j  (7.5.12)

where the condition of zero tangential field need be forced only over 

0 <_ n <_ ̂  due to the corresponding symmetry of the electric field.

Here
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S^Cnln') = S(n|n*) = sinnsinn' + cosncosn'

S9(n|n') = S <ti | -it—n ’) = sinnsinn' cosncosn1
1 A2

(7.5.13)
B2T V - - - - - - (

~ B2s. (n1n') = S(n|—nT) = -sinnsinn' + —  cosncosn'
4 A2

. , e-(*)Rig.(n|n';s)  -------  i=l,2,3,4

( a2 ^R.(nln') = U -  + ~  (7.5.15)
1  ̂ A2 ‘

r g2
d. (n|n') = d(n|n') = (cosn-cosn')2 + — (sinn-sinn')2
1 >• A2 j

d„(nh') = d(nU-n') = | (cosn+cosn')2 + — (sinn-sinn')2 1 l a2 J
d3(n|n') = d(nln'-n') = |(cosn+cosn')2 + -^-(sinn+sinn')2!

d4(n|n') = d(n|-n') = |(cosn-cosn')2 + ̂ -(sinn+sinn')2|

(7.5.16)
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Close examination of the signs involved in the above relations allows 

them to be written more simply as

S.(nln') = s .sinnsinn' + s . — cosncosn' (7.5.17)i 1 si ci 2

d.(nln') = [(cosn-s .cosn')2 + —  (sinn-s .Sinn')2] (7.5.18)1 { Cl 2 S1 J

and are given by

i s . s

With this notation, the integral equation (7.5.12) can be written 

more simply as

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



334

¥ / r2 4 -(^A)2 i(n',s) I q s (riJn')g-Cnin’;s)dn' = 0
J i= i  ^

where the condition

M a k a t i  j (7.5.21)

has been used.

Finally, the derivative of the Green's function g is calculated

3g,(n|h';s) . -(YA)Ri -(YA)Ri _ 3R±
 (7-5-22)

3R. d. 3d.
! r ‘ ii 9 r  <7-5-23)
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Combining these yields

3i±(n1n';s) e-(*)*i

(*)Rf
(•^)Ri + 1

-(sinn-s .sin n ' ) co s n(cosn-s .cosn')sinn (7.5.25)

It is important to note that

The electric field integral equation has now been presented in 

a form that is quite amenable to solution by the method of moments.

The current on the wire can be expanded in terms of a rectangular pulse 

function basis set as

N
i(n,s) = I anPn(n) (7.5.27)

where

elsewhere

(n-l)A<n^nA 
(7.5.28)
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Here the discretization reflects basis functions of equal angular 

width A. Note that the region of expansion of the current has been 

reduced to the domain of the integral ( O ^ j requiring fewer basis 

functions than the original integral equation (7.4.16). Using the 

fact that the derivative of a unit step function is a positive 

impulse, the derivative of the current in (7.5.20) becomes

31 w ’" ' = i an d k Pn(n’> = 1 “ (6(n’-(n-l)A) - 6(n'-nA)) (7.5.30) 
n=l n 3n n n=l n

where 6(x) is the Dirac delta, or impulse function. Using the integral 

property of the impulse function then yields 

tt/2

: I ® I (-1)” Q..(g!(u|(n-l)A;s) - g'(n|nA;s)j 
n=l n  ̂i=l 1J 1

3g.(n|n';s) 
s :(n |n ’ ; s ) --------- ----------

The integral equation (7.5.20) then becomes
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N f 4 ‘-I _ iI “ I Q.-.C-l)1 (i! (n | (n-l)A;s) - g'(n|nA;s))
n=l n <• i=l 1 1 J

( ^ A) 2 I a ( I Q [ S (n | n ')g . (ri | n ';s ) d n ' ] = 0
n=l n <■ i=l J * ~ J(n-l)A

Instead of forcing the integral equation (7.5.33) to be 

satisfied at all points 0 <_ n y, it is more convenient to match th: 

condition only at N discrete points n=nm - This is accomplished by 

multiplying the integral equation by 5(n-nm) and integrating, which 

yields

N f 4 _
I “n £ Qii(_1)1- |nA;s))n=l  ̂i=l J

nA(tA)2 I an ( I Q ii [ S ± (n | n ,) g i (nm | n ,;s)dn' ] =  0 
n=l i=I * t\a

N r 4
3
(n-l)A

m=l,2,...,N (7.5.34;

It is most appropriate to choose matching points in the center of ; 

pulse interval. Thus

The integral in (7.5.34) can be approximated quite simply by
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using rectangular rule integration

j S i (nm | n ,) I i (nm | n ,;s)dn' = ^ i ( n J n n ) I i ( n J n n ;s)} A (7.5.36) 
(n-l)A

where the integrand has been evaluated at the midpoint of the domain 

of the integral

n = (n-Js)A (7.5.37)

This approximation will not be accurate when i=l and n' and n arem
in the same partition (i.e., n = n  , or, n=m). In this case it becomes n m
necessary to approximate the integral more carefully.

Approximation of the integral can be accomplished by appropriate

approximation of the integrand. Expanding in a Taylor series about

the point n'=n gives m

d Si (n  In') IIn') = s (n In ) +  (n'-n ) — - -  +  ••• (7.5.38)1 m ‘ 1 m  m m dn »_|n -n
where

d î B2— — - =  s inn c o s n '  c o sn  sinn' (7.5.39)dn m  m
Thus

b2. = s inn c osn - —  co sn  sinn (7.5.40)n =n m  m m mm A^

d ^  
dn1
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= Clm +  C2 „ (n ' - n. ) ( 7 - 5 ' 41)

lm m
2 B 2 . n +  —  c o s^ n

A 2
(7.5.42)

f b 21C_ = s i nn  co sn  1 ---2m m m( a2J

Expanding about the same point results in

d d l Id . ( n j n ' )  = d (n In ) +  (n'-n ) t t t  l m  1 m  m m an

dl(nmlnm ) = 0 (7.5.44)

~ (cosn - c o s n ' ) s i n n '  (sinn - s i n n ' ) c o s n '.a. m p m1 _ ____________________Af_________________
n' f B2 1^I (cosn - c o s n ' ) 2 + — (sinn - s i n n ' ) 2 { m 2 m J

Evaluation of the derivative of d^ is simplified by using the 

expansions [23j
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cosn - cosn’ = -2sin%(n +n')sin55(n -n')

sinn - sinn' = 2cosJs(n +n')sin!s(n -n 1)

1 : 
d n '

-sin%(n +n')sinn'  cos^Cn +n')cosn’

[ sin2*s(n +n') + -^-cos2ls(n + n ') II A2 « J

sin2n +  —  cos2n 
m  A 2

Thus, d 1 is approximated ;

di(nm |n') = h'-nm |c3m

And so R is given by

,2 , a
W t o  + ~2
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Lastly, it is necessary to expand the exponential as

e~ (lA) Rj _ , i

(yA)R. (yA)R,
~ 1 forRi<<:̂  (7.5.52)

With these approximations, the integral in (7.5.34)

na
j S1 (nm |n’)I1 (nm |n’;s)dn’ = 

-A/2

(n-l)A

n +A/2m r

■ l (ln -A/2

which can be split up into the following four separate integrals

In +4/2
I, = -C % ( n ' - n ) 2 = 0
2 2m m  |n -A/2

c. V f 2
X3 ~ j

n -A/2

(7.5.54)

C r|m+^ 2 -h

|/2 (<1+«>2CL + ^ )  (7.5.57)
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Note that I and 1^ are zero due to the integrands being odd functions 

about h=nm . can be calculated by a simple change of variables as

The partitioned electric field integral equation (7.5.34) 

represents a system of N simultaneous linear equations in the N 

unknown current expansion coefficients a. It can be written in 

matrix form as

where the matrix entries are found using (7.5.36) and (7.5.53) and 

are given in Table 7.5.1. Since this is a homogeneous system, it will 

have a solution only when the determinant of the coefficient matrix 

is zero. The frequencies which cause this to occur result in 

(7.5.34) being satisfied, and are thus taken as the natural frequen

cies of the thin wire elliptical loop scatterer.

7.6 Alternative Moment Method Solution

In the previous section the current on the elliptical loop 

scatterer was expanded in terms of a rectangular pulse function basis 

set where the pulse functions had equal angular width. For reasons 

to be discussed later in this section, it is sometimes advantageous 

to choose pulse functions that have unequal angular widths. This does 

not change the form of the integral equation to be solved (7.5.20),

7 I l0S (7.5.58)

AS = 0 (7.5.59)
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Table 7.5.1. Entries in moment method matrix for elliptical loop 
scatterer.

a) m^n

4A, =  I ("I)1" Q ii (IJ C n  i (n-l)A;s) -  i'(n JnA;s)) - mn xj x m x mi=l

-  Ct a ) 2a V s>)

A^,. ■ J  (i!(nm l (m-l)A;s) - -

4
-  ( y a )2a _ I  Q ±j (si (r1m |nm ) i i (nniinm ;s)) -

* ( C3 m l l + ( 1+ (C3»flJ2 H
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but it does result in different entries for the moment method 

matrix (7.5.59).

Let the current expansion take the form

N
I(n,s) = I  a P (n) (7.6.1)

n=l

P (n) -< 1 n-l —  —  n
elsewhere

expansion, the integral in (7.5.31) takes the form

4

n=l  ̂ i= l

and the integral equation (7.5.20) becomes

~ 5i<*|nn;s)) J -

N
- (yA)2 I an 

n=l

4 >
I Q_-̂  S (n |n , )g . ( n |n , ;s )d n ’ 

i= l  ^
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for all 0 < n  < j. This equation can be point matched at arbitrary 

angles 5^ by multiplying by o(ri~?m) and integrating, giving

Vi
m=l,2,3,...,N (7.6.5)

Unless i=l and n? and 4^ are in the same partition, the integral in 

(7.6.5) can be approximated using rectangular rule integration as

j SiCgn')Ii(gn‘;s)dn' - (s.^J V s))An (7.6.6)

Vl

where

n-i —  n — n

Here Kn represents the arbitrary angles at which the integrand is to 

be evaluated. It is sensible to demand that they lie within the 

domain of integration.
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When i=l and n' and £ are in the same partition, the integral m
must be calculated more carefully. Expanding in a Taylor series 

about h,=?m gives

+ (7-6'9)

+  —  COS £m A2 m

C,_ “  s in ic o s c  [ l  -  4 - ]

‘ P J 15 <7-6-12>

*1 ■ ( to'-5„>2sL +4 r  <7-6-i3)
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-(yA)Ri  ̂ ^
  —  = ■ - 1 for r 1<<^7 (7.6.14)

(YA)R1 (yA)Rj_

Thus, the integral is approximated as 

?n~I Si^^m I^'̂ S i C !n1;s)dn1 «
nn-l

*  j W - , »  *f\h- i ] d " ’
V l

for n=m (7.6.15)

Splitting this up into four integrals gives

h ’ -El.(VVl' ■ -Vn (7-6'16>
72 -' ¥((vs»>2 - <vr'»>2) (7-6-l7)

c, ?nr =2 1-%
r ' - ?»)22L + ^ ]  dn' (7-6-i8)

74 - v r  j((n''5»)253»+ f2 <7- ^ »
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Note that and 1^ are no longer zero, since the integrands are not 

necessarily odd functions about the midpoint of integration. Integrals

1m 1 .
S  T ' w 108

K-sJ * (("n-5„>2 + ( <a/A)/S J 2 ]

(Vr5m> * I <ViV +
(7-6-20)

h=̂ rk\ ( (V ?m)2 + (̂a/A)/Sm)2

- ( + f  (7.6.20

Using these, the resulting moment method matrix (7.5.59) entries can 

be calculated, and are given in Table 7.6.1.

The proper choice of basis function widths can be made by using 

a little intuition. Making the widths equal in angular size results 

in the partitions being shorter in arc length near n=0 than near 

n=7r/2. For example, with B/A=0.1 and N=18, the partitions are nine 

times larger at n=ir/2 than at p=0. It also means that the matching 

points and integral evaluation points are not at the arc length center 

of the partition. It seems much more sensible to choose such that 

the pulse widths are equal in arc length. Then the matching points
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Table 7.6.1. Alternative entries in moment method matrix for elliptical 
loop scatterer.

a) m^n

km ~  -*i<5,JVs)) '
4

v - 1̂(-1)l‘1<5ij(ii(c„ivi;s) ■ «i£tJvs))i= l  J

-  (TA)2im j  Q y f S iC ^ l^ i iC v l  V s)) 1=2 J

- (YA)2Q (I) 

where I = Ix + I2 + I3 + Ii* from (7.6-16)-(7.6.19)
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and the integral evaluation points can be put at the arc length

midpoint of the intervals.

To exactly calculate the n describing equal arc length n
partitions requires solving

numerically for each value of n , where Au is the partition width (for 

constant arc length partitions.) This is quite difficult and time 

consuming. Instead, approximate the differential arc length as

Then proper pulse widths, matching points, and integral evaluation 

points can be calculated by subdividing Au into about ten portions and 

and incrementing numerically from n=0 to r\=^!2. The last partition 

will end at n>ir/2 due to the inaccuracy in approximating the arc 

length in this fashion. Thus, as a last step, it is necessary to 

correct all the points by multiplying by

To calculate the partition width, it is necessary to know the 

perimeter (actually, h of the perimeter) of the ellipse quite 

accurately. This is done by calculating the complete elliptic 

integral

1 ̂A2sin2n + B2cos2n dn = Au (7.6.22)

(7.6.23)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



351

ir/2 ^
E(B2/A2) = P-e-r-̂ - — r- = J  [ sin2n + ̂  cos2n J (7.6.24)

Rather than calculate this numerically, it is possible to estimate 

the value of the perimeter via the following formula [7l]

4 4
E(m) = 1 + I a.m^ - logOi^) £ b ^  + e (m) (7.6.25)

i=l 1 i=l

al = 0.44325141463 bi = 0.24998368310

a2 = 0.06260601220 b2 = 0.09200180037

a3 = 0.04757383546 b3 = 0.04069697526

aU = 0.01736506451 bit = 0.00526449639

|e(m)| < 2x10 (7.6.2S)
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7.7 Numerical Results

The natural frequencies and modal current distributions of the 

thin wire elliptical loop scatterer are determined by solving 

equation (7.5.59). Little insight is gained, however, by haphazardly 

solving for roo.ts to the determinantal equation. A much more 

informative and systematic approach can be conceived, as follows.

It was mentioned earlier that the special case of a circular 

loop (B/A = 1, or zero eccentricity) has been handled in great detail 

by Blackburn and Wilton £l6]. By solving an equation similar to 

(7.3.16), they have been able to identify three general "types" of 

poles. There is one Type I pole for each value of the modal index n, 

and it is located in the complex plane near io=n. There are n+1 Type II 

poles for each n, and they lie in layers to the left of the Type I 

layer. Lastly, there are an infinite number of Type III poles for each 

n, and they lie in a layer nearly parallel to the s=jm axis. Since the 

Type .1 poles have the smallest damping coefficients, they provide the 

greatest contribution to the late-time portion of the scattered field 

waveform, and are thus of the greatest interest.

The values of the Type I natural frequencies of the circular 

thin wire loop can be calculated by solving equation (7.3.16). Those 

corresponding to n=l through n=10 have been computed and are shown in 

Figure 7.7.1. The plotted values are normalized by c/b, where b is the 

loop radius and c is the speed of light, and they correspond to a wire 

radius given by a=0.01b. As predicted, they lie in a layer with 

ti)=n c/b. Their numerical values are given in Table 7.7.1. As the 

circular loop is deformed into an ellipse, the Type I natural
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Table 7.7.1 First ten Type I poles of a circular loop of radius b 
and wire radius a=0.01b.

n sn/(c/b)

1 -0.09617 + j1.046

2 -0.1425 + j2.062

3 -0.1794 + j3.074

4 -0.2115 + j4.084

5 -0.2406 + J5.092

6 -0.2677 + j6.099

7 -0.2933 + j7.106

8 -0.3177 + j8.112

9 -0.3412 + j9.118

10 -0.3639 + j10.12

Table 7.7.2 First five Type I poles of circular loop found by moment 
method solution to elliptical loop EFIE with B/A=l, 
a/A=0.01, using 15 partitions.

n sn/(c/A)

1 -0.09783 + j1.036

2 -0.1436 + J2.038

3 -0.1783 + j3.029

4 -0.2062 + j4.008

5 -0.2287 + j4.974
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Normalized damping coefficient a /(c/b)

Figure 7.7.1. First ten Type I natural frequencies of a circular loop 
of radius b and wire radius a=0.01b.
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frequencies should change smoothly into a special class of the natural 

frequencies of the elliptical loop scatterer. These will be examined 

extensively.

The natural frequencies of the elliptical loop are determined 

by solving the determinantal equation dictated by (7.5.59). These 

frequencies will be infinite in number and, like those of the circular 

loop, will probably fall into groups determined by their position in 

the frequency plane. Of greatest present interest are those frequen

cies with the smallest damping coefficients. It is hypothesized that 

since the Type I poles have the smallest damping coefficients for the 

circular loop, the frequencies derived from them as the eccentricity 

of the ellipse is perturbed from zero will have the smallest damping 

coefficients for the elliptical loop. The behavior of the Type I 

frequencies as the loop is deformed is investigated by solving (7.5.59) 

for the special case of B/A = 1, and then slowly decreasing 3/A while 

using the previous solutions as initial guesses.

Equation (7.5.59) has been solved with B/A = 1, using 15 

partitions. The results for the first five Type I poles are displayed 

in Table 7.7.2, and correspond to a wire radius of a=0.0IA. It is seen 

that they do not exactly match the values determined via the Fourier 

series solution. This is not surprising, since the moment method 

approach introduces many additional approximations. The accuracy is 

worst for the higher order modes, where 15 partitions may not be 

enough to adequately represent the current distribution.

A scrutiny of the elliptical loop symmetry cases given in 

Figure 7.5.1 reveals that for the degenerate situation B/A = 1, circular
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modes of odd order n correspond to both elliptical symmetry cases 1 

and 2, while circular modes of even order n correspond to both symmetry 

cases 3 and 4. Since each symmetry case is expected to produce a 

separate mode when B/A <1, each of the circular Type I poles should 

split into two distinct natural frequencies as the loop is deformed.

This is verified by solving (7.5.59) for various values of B/A, 

beginning with B/A = 1. Using 15 partitions of equal arc length (the 

approach of section 7.6) and a/A = 0.01 gives the results shown in 

Figures 7.7.2 through 7.7.6. Here normalized values of natural 

frequency have been plotted for values of B/A ranging from 1 down to

0.1. As predicted, each of the Type I circular poles splits into two

separate natural frequencies as B/A is decreased.

An especially interesting feature seen in the frequency plots 

is the trajectories of the case 2 and case 4 frequencies. With B/A 0, 

the elliptical loop approaches a transmission line with both ends 

shorted. The natural frequencies of such a transmission line are easily 

determined: they have zero real parts and have imaginary parts equal

to k I c/A, k=l,2,... . The current distribution on the transmission 

line corresponds with case 2 and case 4 symmetry (current a maximum at 

each end.) It is thus encouraging to see in Figures 7.7.2 through 

7.7.6 that the trajectories of the case 2 and case 4 frequencies 

approach the frequency values of the transmission line. This is shown 

with the dotted curves. Unfortunately, as B/A + 0, a/B becomes larger 

and the thin wire approximation breaks down before the transmission 

line limit is reached. Indeed, the loop probably ceases to be an 

electrically thin wire before B/A = 0.2, as the figures seem to show.
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-0.05-0.25 -0.15
Normalized damping coefficient o/(c/A)

0.0- 0.2

Figure 7.7.2. Casa 1 (circles) and case 2 (crosses) natural frequencies 
of thin wire ellipse of wire radius a=0.01A arising from 
n=l circular mode, for various values of B/A. Dotted 
line shows expected trajectory for transmission line 
limit.
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Normalized damping coefficient a/(c/A)

Figure 7.7.3. Case 3 (circles) and case 4 (crosses) natural frequencies 
of thin wire ellipse of wire radius a^O.OlA arising from 
n=2 circular mode, for various values of B/A. Dotted 
line shows expected trajectory for transmission line 
limit.
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Normalized damping coefficient cr/(c/A)

- 0 . 1

Figure 7.7.4. Case 1 (circles) and case 2 (crosses) natural frequencies 
of thin wire ellipse of wire radius a=0.01A arising from 
n=3 circular mode, for various values of B/A. Dotted 
line shows expected trajectory for transmission line 
limit.
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Figure 7.7.5. Case 3 (circles) and case 4 (crosses) natural frequencies 
of thin wire ellipse of wire radius a=0.01A arising from 
n=4 circular mode, for various values of B/A. Dotted 
line shows expected trajectory for transmission line 
limit.
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Figure 7.7.6. Case 1 (circles) and case 2 (crosses) natural frequencies 
of thin wire ellipse of wire radius a=0.01A arising from 
n=5 circular mode, for various values of B/A. Dotted 
line shows expected trajectory for transmission line 
limit.
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However, the limit can be approached further by decreasing a/A. With

a/A = 0.001, and using 60 partitions, the case 2 frequency which splits

off from the the first Type I pole is found to converge to

s = -0.00017 + jl.565 c/A by B/A = 0.025. This is very close to the

limiting transmission line value of s = 0 + j1.571 c/A.

It is also possible to describe the limiting behavior of the 

natural frequencies corresponding to case 1 and case 3 symmetry. As 

B/A -*■ 0, the current associated with these symmetries approaches that 

on an open circuited transmission line. The natural frequencies of 

this structure have been investigated by Chuang [73]] by analyzing 

parallel coupled thin wires. For a pair of wires each of length L and 

radius a=0.01L/2 at a separation of D=0.2L, he has obtained a value of 

s = -0.21 + jl.40 c/(L/2) for the first open circuit mode. Figure

7.7.2 shows that the first open circuit mode of the elliptical loop 

(case 1 symmetry) has a natural frequency of s = -0.22 + j1.42 c/A 

when B/A = 0.2. This is a very close match.

The current distributions corresponding to two sets of ellipti

cal modes have also been plotted, for B/A = 0.4, and are shown in 

Figures 7.7.7 through 7.7.10. Figure 7.7.7 shows the real part of the 

currents which correspond to the two modes arising from the n=2 Type I 

circular mode, while Figure 7.7.8 shows the imaginary part. Simi

larly, Figure 7.7.9 displays the real part of the currents associated 

with the modes arising from the n=3 Type I circular mode, while Figure

7.7.10 shows the imaginary part. Each of these current distributions 

is plotted versus normalized arc length position (not angle.) The real 

parts are seen to be quite close to sinusoidal distributions, despite a
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Figure 7.7,

.0

length position

.7. Real part of current distribution on ellipse with B/A=0.4, 
for case 3 (solid line) and case 4 (dotted line) sym
metries arising from n=2 circular mode.
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Figure 7.7.8. Imaginary part of current distribution on ellipse with 
B/A=0.4, for case 3 (solid line) and case 4 (dotted 
line) symmetries arising from n=2 circular mode. 
Amplitude is scaled relative to real part.
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Figure 7.7.9. Real part of current distribution on ellipse with
B/A=0.4, for case 1 (solid line) and case 2 (dotted 
line) symmetries arising from n=3 circular mode.
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Figure 7.7.10. Imaginary part of current distribution on ellipse with 
B/A=0.4, for case 1 (solid line) and case 2 (dotted 
line) symmetries arising from n=3 circular mode. 
Amplitude is scaled relative to real part.
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value of B/A directly intermediate between a circle (B/A = 1) and a 

transmission line (B/A = 0).

Figures 7.7.2 through 7.7.6 show that each Type I pole splits 

into frequencies which have very similar imaginary parts, but different 

real parts. Thus, it might seem at first that a measurement of the 

response of this target would provide a good means of checking the 

ability of natural frequency extraction schemes to separate nearly 

degenerate modes. However, the present experiment only allows trans

mission over a conducting ground screen. Because of the image effect, 

this allows current distributions obeying only symmetry cases 1 and 3 

or only 2 and 4 to be present at one time (depending upon whether the 

long or short axis of the ellipse is perpendicular to the ground 

screen.)

It is now apparent that Type I circular modes split into 

elliptical modes which make important contributions to the late-time 

response. The question remains as to whether any Type II or Type III 

circular modes become important elliptical modes. That is, do any of 

the Type II or Type III poles split into natural frequencies which have 

trajectories carrying them near to the imaginary axis? It is also 

important to ask whether any elliptical frequencies exist which do not 

arise from circular poles. An extensive search of the complex 

frequency plane has not been performed, and thus the latter question 

cannot be answered. However, a preliminary investigation into the 

properties of the Type II poles has been undertaken.

The n=l frequency of the first layer of Type II poles is found 

by solving equation (7.3.16) to be s = -1.35 + jl.55 c/A. Figure

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



368

7.7.11 shows the trajectories of the two elliptical loop frequencies 

which split off from this pole. Each is seen to have damping 

coefficients which increase (negatively) as B/A is decreased. This 

means that this set of poles does not correspond to modes which make 

important contributions to the late-time response of the elliptical 

loop. Figures 7.7.12 and 7.7.13 show the real and imaginary parts of 

the current distributions associated with these natural frequencies, 

for a value of B/A = 0.4.

With the above information, it is not a bad assumption that only 

Type I circular poles give rise to elliptical modes which make 

important contributions to the late-time response of the elliptical 

loop scatterer. Thus, it is possible to construct E-pulses which 

should do a good job of extinguishing the late-time response of this 

target. Figure 7.7.14 shows a minimum duration natural E-pulse 

designed to eliminate the first five Type I modes of the circular loop 

(whose natural frequencies are shown in Figure 7.7.1.) The similarity 

between this E-pulse and the thin cylinder E-pulse of Figure 5.5.1.2 

is most striking, but easily explained by the similarities in the 

distributions of the natural frequencies of the two objects. Figure 

7.7.15 shows an E-pulse designed to eliminate the ten elliptical modes 

which arise from the first five Type I circular modes, for B/A = 0.4. 

This E-pulse waveform is quite different from that of the circular 

loop, but is still very well behaved. This suggests that natural 

E-pulses synthesized to eliminate nearly degenerate modes can be quite 

smooth, an important fact since most realistic targets will probably 

have such modes.
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Figure 7.7.11. Case 1 (circles) and case 2 (crosses) natural frequencies 
of thin wire ellipse of wire radius a=0.01A arising from 
first layer Type II n=l circular mode, for various values 
of B/A.
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Figure 7.7.12. Real part of current distribution on ellipse with
B/A=0.4, for case 1 (solid line) and case 2 (dotted 
line) symmetries arising from first layer Type II 
n=l circular mode.
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Figure 7.7.13. Imaginary part of current distribution on ellipse with 
B/A=0.4, for case 1 (solid line) and case 2 (dotted 
line) symmetries arising from first layer Type II 
n=l circular mode. Amplitude is scaled relative to 
real part.
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Figure 7.7.14. Natural E-pulse of minimum duration synthesized to
eliminate the first five Type I modes of the circular 
loop scatterer.
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Figure 7.7.15. Natural E-pulse of minimum duration synthesized to 
eliminate the ten modes of the elliptical loop 
scatterer arising from the first five Type I circular 
modes, for B/A=0.4.
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CHAPTER 8 

EXPERIMENT

8.1 Introduction

Besides providing a basic description of the MSU scattering 

range and measurement facilities, this chapter has two main purposes. 

The first is to present experimental justification for using the SEM 

expansion of the late-time target scattered field waveform. This is . 

accomplished by comparing the natural frequencies of a thin cylinder 

target obtained from a time domain measurement of scattered field or 

surface current with those predicted from SEM analysis. A verifi

cation of the aspect independence of target natural frequencies will 

also be given, via time domain surface current measurements taken at 

multiple aspects. Note that each of these tasks requires the utili

zation of a natural frequency extraction scheme, and thus also 

provides a practical test for the techniques of chapter 6.

Second, with the legitimacy of the SEM expansion strengthened 

by empirical observation, an experimental verification of the E-pulse 

concept can be sought. This is done using the scattered field 

measurements of two aircraft scale models —  those of a Boeing 707 

and a McDonnel Douglas F-18.

374
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8.2 Experimental Facility and Measurement System

A facility for the measurement of the time domain scattered 

field, surface current, and surface charge response of radar targets 

has been established at Michigan State University. A rough sketch of 

this transient scattering range is shown in Figure 8.2.1.

Target excitation is provided by an incident electromagnetic 

wave radiated by a monocone antenna suspended over a large conducting 

ground screen. The antenna has an axial height of 2.4 meters, a polar 

angle of 8°, and a characteristic impedance of 160J2. It transmits a 

spherical TEM wave which approximates a plane wave polarized perpen

dicular to the ground screen at the position of the target. The ground 

screen consists of nine individual 4x8 ft aluminum sheathed modules, 

and has overall dimensions of 16x20 ft. This provides a "window" of 

approximately 14 nanoseconds in which to perform the measurements, 

before reflections from the edges of the ground screen and the top of 

the antenna return.

Figure 8.2.2 shows a schematic representation of the measure

ment system associated with the scattering range. Reception of the 

electromagnetic field scattered by a radar target is provided by the 

indicated (2 cm) monopole probe, which is located about 1.4 m from the 

transmitting antenna. Target surface charge or surface current can 

also be measured by placing a short monopole or a (5 mm diameter) 

shielded loop probe [75] directly on the surface of the target. The 

connections shown in Figure 8.2.2 remain unchanged.

The monocone antenna is driven by a Tektronix 109 pulser, which 

provides quasi-rectangular pulses (100 ps risetime) of approximately
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Figure 8.2.1. MSU transient scattering range.
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nanosecond duration at a rate of 800 Hz. An external power supply 

allows pulse amplitudes of up to 500 volts. Since the antenna 

impedance is nearly constant over a large range of frequencies, the 

pulse is transmitted with little distortion. A variable delay is 

provided by adjusting the cable lengths in the system. This allows the 

movement of the target response relative to other events.

The output of the pulser is used to trigger a Tektronix ps- 

risetime sampling oscilloscope. Channel B of the scope is fed by the 

signal from the target response probe, while channel A of the scope 

is connected to a reference probe located at a position convenient for 

timing purposes. The reference probe is used to measure changes in 

timing and amplitude between runs. An analog-to-digital converter 

interfaces the sampling oscilloscope with a TRS-80 microcomputer, 

which acquires the measured data under software control. Each of the 

horizontal sweep voltage and the vertical voltages of channel A and 

channel B of the oscilloscope is accessed through a separate channel 

in the A/D converter.

Once measured data has been acquired and is in the micro

computer memory, it can be processed and placed on local disk memory 

or transmitted via telephone lines to the HSU Cyber-750 mainframe 

computer, system.

8.3 Data Acquisition and Processing Procedure

As mentioned in the previous section, reception of target 

scattered field is provided by means of a short monopole probe. The 

reason for using such a low gain antenna is that its transfer function
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is easily modeled as a pure differentiator. This allows the effects 

of the receiving antenna to be removed by applying simple integration 

to the measured data. The effects of a higher gain antenna, such as 

a horn, do not manifest themselves so simply, and require a decon

volution process for the separation of the target response from the 

measured data.

The low gain of the receiving probe results in a measured 

signal that is severely hampered by the presence of random noise. To 

combat this problem, the data acquisition process involves making 

repeated measurement runs and averaging the results. This has been 

found to increase the signal to noise ratio considerably. However, 

inconsistancies in the measurements between runs due to oscilloscope 

triggering jitter, inaccurate reproduction of sampling density, and 

drifting of the vertical amplifier characteristics and the external 

power supply voltage neccessitate the implementation of fairly 

sophisticated data acquisition and processing software.

Figure 8.3.1 shows what might be viewed as a typical trace on 

the sampling oscilloscope, displaying both the signal from the target 

probe and the signal from the reference probe. Because the A/D 

converter will only accept voltage values between zero and five volts, 

the DC offset on the vertical amplifiers of each channel of the scope 

must be adjusted so that any portion of the trace which is to be 

measured accurately falls inside this range. The first large positive 

going and negative going peaks on both the target response and 

reference probe traces represent the differentiated version of the 

incident pulse waveform. The amplifier gain on the scope is turned up
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to near maximum on the channel which involves the target trace, to 

accentuate the late-time portion of the target response. However, 

this causes the initial two peaks to venture outside the five volt 

range allowed by the A/D converter. Fortunately, the positive going 

peak is limited at five volts by the scope itself, and so does no 

damage. The negative going peak falls below the zero volt level, and 

temporarily interrupts the acquisition of data. This is an important 

fact which must be emphasized: whenever the A/D converter is presented

with a negative voltage, measurements of ALL signals are interfered 

with, and become inaccurate. Fortunately, the A/D converter recovers 

rapidly after the negative voltage is removed.

Scope gain and DC offset on the reference channel are adjusted 

so that the entire waveform, especially the first positive going peak, 

are well within the five volt range allowed by the A/D converter. The

height and time position of the first peak are used as time and

amplitude references for adjusting each data run before averaging. As 

such, it is important that the relative position of this peak is 

removed in time from the position of the first negative going peak of 

the target trace, for the reasons mentioned above. This is easily 

accomplished by choosing the correct cable lengths, or by adjusting

the internal scope delay via the "B delay" knob.

Figure 8.3.2 shows a flowchart of the data acquisition and 

processing routines. The data acquisition phase consists of making 

several (typically ten) separate traces, first with the target present, 

and then with the target removed. The oscilloscope sampling density 

is adjusted such that each data run takes roughly five seconds to
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complete. It is important that the sampling density be high enough 

for the target response to be accurately reproduced. Data acquisition 

software (a FORTRAN program) allows the selection of A/D converter 

sampling rates varying from zero to 1000 samples per second. However, 

the amount of available microcomputer memory puts a limit on the number 

of points allowed in each data run: 400 when using program DATPROC for

processing, and 1000 when using routine DATPROL. Thus, a sampling rate 

of 400 samples/5 seconds = 80 samples/sec is typical.

The data acquisition phase begins by running the FORTRAN program 

DATACQ. This program controls the A/D converter and interfaces with 

the experimenter via keyboard control. It begins by asking for the 

number, N, of target runs (target present) and clutter runs (target 

absent) the operator wishes to make, the A/D converter sampling rate 

desired, and the scope time per division used (typically one or two 

nanoseconds). It will then loop through the entire data acquisition 

process N times. At each step the operator indicates that he/she wants 

the acquisition of the current data set to begin. The program starts 

converting the horizontal voltage channel and waits for the voltage to 

exceed a preset level (around 50 mv). Thus, the system sits idle until 

the experimenter pushes the single sweep button on the scope. This 

initiates the trace and the computer begins to store data for the 

horizontal and the two vertical voltages in FORTRAN arrays.

It is important for the operator to adjust the timing so that 

the upward going edge of the first peak does not start until at least 

twenty samples into the trace. This first group of samples is used to 

determine the DC levels of the target and reference traces at the
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beginning of the data run. It is also important that the A/D sampling 

rate be adjusted so that at least twenty samples are taken after the 

scope has performed its retrace. This group is used to calculate the 

DC levels at the end of the run. The DC levels are subtracted from 

the data during subsequent data processing.

After the data run has finished, the computer gives the operator 

the option of retaking the run (in case of problems incurred during the 

sweep), viewing the acquired data, resetting the sampling rate, or 

writing the data to floppy disk. Early versions of the data acquisition 

routine wrote each of the sampled horizontal and the two vertical 

voltages co disk. However, this is more information than needs to be 

saved. Program DATACQ still writes the target vertical voltage data 

series, but instead of writing the entire horizontal data set, it 

calculates and writes only the number of samples taken before the 

retrace. This determines the real time (scope) sampling density, which 

is assumed to remain constant during a trace. Next, rather than 

writing the entire reference vertical voltage data set to disk, the 

program calculates and writes the DC level at the beginning and the end 

of the reference trace (by averaging the samples), the sample time of 

the reference peak, and the vertical voltage values of the reference 

peak and its two nearest neighbors. It is important to keep the disk 

writing time to a minimum in order to make the entire data acquisition 

process as short as possible. This minimizes the amount of scope 

drifting between data runs.

After N runs are completed with the target present, an equal 

number of runs are taken with the target removed. If the target
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surface current or surface charge is to be measured, then this step is 

eliminated. When the last data set has been written to disk, the 

data acquisition phase is complete.

Data processing begins by running either program DATPROC or 

DATPROL. Both programs are written in FORTRAN, and run automatically, 

without any user input. The reference data set for the first target 

run is read from disk into computer memory and the real time position 

(in nanoseconds) and the amplitude of the reference peak are calculated. 

The DC level of the reference signal is removed by performing linear 

interpolation between the beginning and ending DC levels, and sub

tracting. It is found that these two levels are rarely the same, due 

to drifting in the scope amplifiers during the daca run. There is 

actually no reason to believe that this drift is linear, but such an 

approximation is all that is available. Also calculated from the first 

run is the scope sampling density. Each of these parameters is stored 

in memory and is used as a reference for comparison with later data 

runs.

The vertical target data set for the first target run is also 

read into memory. The beginning and ending DC levels are calculated 

by averaging the beginning and ending samples, and are subtracted off 

in the same linear fashion as above. This data set is then used as the 

basis with which to compare the remaining sets.

Following the analysis of the initial run, each additional 

data set is read into memory and processed. First the DC level of the 

reference signal is subtracted off, as before. Then the sampling 

density is read from disk, and the time scale is adjusted to match
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that of the first data set. Next, the amplitude and time position of 

the reference peak are calculated. These are used to scale and shift 

the trace to match the reference signal of the first data set. The 

last step before averaging is to calculate the DC levels at the 

beginning and end of the target data set, subtract the DC level on a 

linear scale, and, finally, scale the target data set by the same amount 

as required to match the amplitudes of the reference peaks.

Now, since it is likely that neither the reference peak 

position nor sampling density will match that of the first run, it 

becomes necessary to employ an interpolation scheme in order to 

average subsequent data sets with the first. This is where routines 

DATPROC and DATPROL differ. Program DATPROC employs a cubic spline 

interpolation process [48] , which requires a considerable amount of 

computer memory, and takes quite a bit of time to execute. However, 

it is very accurate. In contrast, program DATPROL performs a simple, 

less accurate linear interpolation between data points. The difference 

in execution time is quite substantial. For example, it takes about 

twenty minutes to process ten data and ten clutte'r runs cn the TRS-80 

using DATPROC, and only five minutes using DATPROL. Also, because it 

does not need splining arrays, DATPROL allows up to 1000 data points 

to be processed for each run, as opposed to the 400 points allowed 

by DATPROC. Most importantly, experience has shown that with the 

typically high experimental noise levels, using linear interpolation 

gives nearly identical results as using cubic splines. Thus, use of 

program DATPROL is suggested.

As a footnote, the FORTRAN routines ACQDAT and DATPR01 are
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slightly different versions of DATACQ and DATPROC, modified by 

Martin Perrine, which allow the measurement of target surface current 

and surface charge. These routines merely avoid the acquisition and 

processing of clutter waveforms.

Averaging of subsequent data sets is accomplished by using the 

first data set as a time basis. The data from the subsequent sets is 

interpolated to find the values at the times of the first set's points, 

and is added on to (for target runs) or subtracted off from (for 

clutter runs) the data in the first set. If everything has gone 

perfectly, when all the data sets have been processed, the net result 

is the clutter-free, differentiated response of the target. This 

response is finally written to floppy disk as the processed data.

The data processing as described above is fairly complex, and 

it is not wise to trust the software on measured data without first 

confirming its viability. To this end, program PROCTST has been 

developed which generates ten artificial target and clutter runs. Each 

run is given different sampling densities, starting and ending DC 

levels, reference waveform amplitudes, and reference waveform positions. 

The target response is constructed as a perfect sine wave, and the 

clutter + incident field waveform as a sine function which is 

limited before reaching its peak (after the DC has been added). The 

reference waveform is also constructed from a sine function, with a much 

smaller amplitude. The generated data is all written to disk using a 

format identical with program DATACQ. Thus, when DATPROC or DATPROL 

are employed, the result should be a perfect sine wave. This test has 

been performed, and has proven the validity of each routine.
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A number of additional steps are available for further enhance

ment of the processed data. DATASUM is a FORTRAN program which 

integrates the processed data by using a simple running sum. This 

allows the differentiation introduced by the receiving probe to be 

removed. However, if the DC level of the measured response has not 

been handled adequately, there will be an unwanted ramp component added 

to the integrated data. Program DATADJ exists both as a BASIC and a 

FORTRAN program for the removal of this drift. The BASIC program is 

run first, allowing the user to choose the slope and intercept of a 

linear curve which is subtracted from the integrated data. The user 

can then have the result plotted on the CRT of the microcomputer, and 

view the response. If it is not to her/his liking, he/she can input 

new parameters. Once the slope and intercept of the best line have 

been determined, the FORTRAN version of DATADJ is run, writing the end 

result to floppy disk.

At any point in the data analysis, BASIC program DATPLOT allows 

the plotting of a disk file data set on the CRT screen, and also allows 

a hard copy to be printed. Also available is program FFTD, which is a 

BASIC program employing the fast Fourier transform algorithm [74] to 

obtain the Fourier spectrum of a disk file data set. This allows a 

preliminary identification of the imaginary parts of the target natural 

frequencies, which can then be used as initial guesses in the more 

sophisticated natural frequency extraction schemes of chapter 6.

One main goal of all the data processing routines discussed is 

to accomplish as much as possible in the laboratory using the TRS-80 

microcomputer. At this time, everything but the natural frequency
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extraction schemes can be completed quite rapidly in the lab. It is 

necessary as a last step to transmit the processed data over the tele

phone lines to the MSU Cyber-750 mainframe computer system to perform 

the frequency extraction.

An effort is currently under way to transfer all the data 

acquisition and processing responsibilities to an IBM PC computer.

The additional memory and more rapid execution time of the IBM micro

computer should allow all the necessary steps of the E-pulse technique 

to be accomplished in the laboratory. This includes natural frequency 

extraction, E-pulse synthesis, convolution, and the processing of the 

convolved responses.

8.4 Experimental Investigation of SEM Validity

The E-pulse concept discussed in this thesis is based entirely 

upon the conjecture that the late-time scattered field response of a 

conducting target can be written as in equation (2.4.4) —  that is, 

it can be represented completely by a series of natural-resonance- 

based damped sinusoid functions. If this expansion is not correct, or 

if it is not complete, then the E-pulse concept will fail. It thus 

becomes extremely prudent to verify experimentally the natural 

resonance behavior of conducting targets.

Affirmation of the natural resonance description of the late

time response of a target can be accomplished by comparing the natural 

frequencies extracted from a measured target response with those 

obtained from a theoretical SEM analysis. To the extent that SEM 

involves implicitly the assumption of a pure natural resonance
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description, close agreement between the two sets of frequencies would 

tend to substantiate the SEM expansion. This necessitates, however, 

the use of a target which has been analyzed theoretically. The target 

should also be a high Q structure, to make the frequency extraction 

easier. Two candidates obey these criteria —  the elliptical (or 

circular) loop of chapter 7, and the thin cylinder of chapter 5. 

Unfortunately, the response of the elliptical loop has not yet been 

measured. Thus, the comparison will be made for the thin cylinder.

A most visually striking confirmation of the natural resonance 

expansion is shown in Figure 8.4.1. This is the measured surface 

current response of a thin cylinder of length 15.87 cm and radius 

.317 cm placed perpendicular to the ground screen. (These and sub

sequent surface current measurements were performed by Martin Perrine.) 

Note the indicated late-time region, and the region where reflections 

from the edge of the ground screen begin to cause interfering clutter.

It is obvious that this target response is dominated by a single 

natural mode —  the first mode of the thin cylinder. The spectral 

content of the incident pulse waveform does not have energy at the 

frequencies necessary to excite modes of higher order. Figure 8.4.2 

shows a one mode best fit of the late-time clutter free region of the 

response, obtained using the continuation method from chapter 6. The 

analysis of chapter 5 indicates that the first natural frequency of
9this cylinder (including its image) should occur at s=-0.246+j2.75 x 10

r/s. The one mode best fit from the continuation method ascribes a 
9frequency of s=-0.299+j2.79 x 10 r/s. The agreement is very good.

By lengthening the cylinder it is possible to lower the resonant
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Figure 8.4.1. Measured surface current response of a thin cylinder of 
length 6.25 inches placed perpendicular to the ground 
screen.
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Figure 8.4.2. One mode best fit to late-time, clutter free portion of 
measured 6.25" thin cylinder surface current response.
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frequencies and thus to excite higher order modes. Figure 8.4.3 shows 

the measured surface current response of a thin cylinder of length 

46.36 cm placed perpendicular to the ground screen. This response is 

apparently not dominated by any single mode. The question then is: 

can the response be represented by a pure natural resonance series? 

Figure 8.4.4 shows evidence for answering yes. This figure displays 

the Fourier spectrum of the response obtained via the FFT. Three 

peaks very clearly dominate the spectrum, with evidence for a fourth, 

and they can be used to supply initial guesses for the continuation 

method. Due to the ground screen image effect, only the odd order 

modes of the thin cylinder will be excited, and the imaginary parts 

of the expected values correspond quite closely to the peaks in 

Figure 8.4.4. More conclusive evidence is provided by extracting the 

frequencies from the measured response. Figure 8-4.5 shows a two mode 

best fit to the late-time clutter free portion of the response, 

obtained using the continuation method. It is seen that the fit is 

quite good, implying that modes one and three are of greatest impor

tance. An even better fit is shown in Figure 8.4.6, using four 

modes. The frequencies corresponding to these four modes, and the 

frequencies predicted from the SEM analysis are given as
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Figure 8.4.3. Measured surface current response of a thin cylinder 
of length 18.25 inches placed perpendicular to the 
ground screen.
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Figure 8.4.4. Fourier spectrum of 18k." thin cylinder measured surface 
current response, obtained via FFT.
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Figure 8.4.5. Two mode best fit to late-time, clutter free portion of 
measured 18V thin cylinder surface current response.
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Figure 8.4.6. Four mode best fit to late-time, clutter free portion of 
measured 18V thin cylinder surface current response.
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mode theoretical freq extracted freq extracted ampl

1 -.0842 + j .940 X io9 -.134 j .945 X io9 0.613

3 -.152 + j2.93 X 109 -.142 + j2.97 X io9 0.439

5 -.194 + j4.93 X 109 -.137 + J4.99 X io9 0.171

7 -.227 + j6.94 X io9 -.211 + j6.97 X io9 0.0473

The imaginary parts of the natural frequencies compare extremely well. 

The damping coefficients are not quite as close, but experience has 

shown that it is always more difficult to extract the real parts of 

the natural frequencies.

Confirmation of the SEM expansion can also be provided through 

scattered field measurements. For example, Figure 8.4.7 shows the 

measured field scattered by a 15.87 cm wire placed perpendicular to 

the ground screen. It is obvious that the scattered field measurements 

are much noisier than the surface current measurements. In fact, there 

is a noticeable amount of noise on this waveform even though ten data 

runs were averaged together. This is also evident in Figure 8.4.8 

which shows a two mode best fit to the late-time portion of the 

response. Because of the image effect, only the odd modes are again 

excited. It is more interesting to consider a thin cylinder target 

which is placed at an aspect that allows both even and odd modes to 

be excited.

Figure 8.4.9 shows the measured response of a 31.75 cm long thin 

cylinder raised 13.3 cm above the ground screen and inclined at an
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Figure 8.4.7. Measured scattered field response of a thin cylinder of 
length 6.25 inches placed perpendicular to the ground 
screen.
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Figure 8.4.8. Two mode best fit to late-time portion of measured 6V 
thin cylinder scattered field response.
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angle of 45° directly toward the transmitting antenna. This arrange

ment actually represents a system of coupled wires, due to the image 

effect. This system has been analyzed [76] and the resulting natural 

frequencies are very close to those of the isolated wire. Figure 

8.4.10 shows the Fourier spectrum of the response. It is obviously 

dominated by two modes which correspond in frequency quite closely to 

the first two modes of the isolated wire. There is also a possible 

third mode. Figure 8.4.11 displays a three mode best fit to the 

late-time portion of the response. The extracted natural frequencies 

and the frequencies of the first three modes of the coupled wire 

system are

mode theoretical freq extracted freq extracted ai

1 -.215 + j2.71 x 109 -.280 + j2.78 x 109 0.710

2 -.287 + j5.70 x 109 -.243 + j5.62 x 109 0.413

3 -.465 + j8.57 x 109 -.227 + j8.21 x 109 0.0496

The first two frequencies are quite close. The third is not as 

accurate, but this is expected, since the relative amplitude of this 

mode is fairly small.

Figure 8.4.12 shows the measured scattered field response of the 

coupled wire system after it has been rotated 45° about a line perpen

dicular to the ground screen, with the low end of the wire as a pivot 

point. This response is a very good demonstration of the sensitivity 

to aspect angle of the amplitudes and phases of the modes of a target.
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Figure 8.4.9. Measured scattered field response of a thin cylinder of 
length 12.5 inches raised 5.25 inches above the ground 
screen and inclined at 45° toward the transmitting 
antenna.
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Figure 8.4.10. Fourier spectrum of measured 12%" inclined thin cylinder 
scattered field response, obtained via FFT.
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Figure 8.4.11. Three mode best fit to late-time portion of measured 
12h" inclined thin cylinder scattered field response.
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Figure 8.4.12. Measured scattered field response of a thin cylinder of 
length 12.5 inches raised 5.25 inches above the ground 
screen, inclined at 45° and rotated by 45 .
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Figure 8.4.13. Fourier spectrum of measured 12%" inclined and rotated
thin cylinder scattered field response, obtained via FFT.
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Figure 8-4.14. Five mode best fit to late-time portion of measured 
12%" inclined and rotated thin cylinder scattered 
field response.
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Figure 8.4.13 shows the Fourier spectrum of the response. Comparing 

this spectrum with Figure 8.4.10 reveals that at this aspect the second 

mode is not excited, while the third and fourth, which were not 

excited at the other aspect, are now present. In fact, a total of 

five modes can be detected to some extent, although the two not obvious 

in the spectrum have very small amplitudes. Figure 8.4.14 shows the 

five mode best fit to the late-time portion of the response provided 

by the continuation method.

These results for the thin cylinder provide a great amount of 

confidence in the natural resonance expansion of the late-time response 

of a conducting target. One last test can be conducted which provides 

the clinching evidence. If the expansion is ‘indeed complete, then the 

natural frequencies extracted from the target response waveforms 

should be independent of target aspect. This has been shown to be 

true to some extent for the case of the coupled wire system above, but 

the independence should be investigated in more depth.

Figure 8.4.15 shows the late-time clutter free surface current 

response of a target composed of two 31.75 cm thin cylinders attached 

at a 45° angle, as shown in the figure, and placed with one section 

perpendicular to the ground screen. By rotating this target and 

keeping the same section always perpendicular to the ground screen, 

the target aspect is easily changed. Figure 8.4.16 shows the Fourier 

spectrum of the response shown in Figure 8.4.15. There seem to be 

four dominant modes, but the peaks are not as distinct as with the 

simple straight wire. Since there is no theoretical analysis to 

compare with these measurements, it is difficult to tell whether some
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Figure 8.4.15. Late-time, clutter free portion of measured compund wire 
target surface current response for 0=0°, and four mode 
best fit.
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Figure 8.4.16. Fourier spectrum of measured compound wire target 
surface current response, obtained via FFT.
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of these peaks might represent nearly degenerate modes. A four mode 

best fit given via the continuation method is also shown in Figure 

8.4.15. Since the fit is very good, it can be assumed that these four 

modes comprise the majority of the excited portion of the target's 

natural mode spectrum.

A verification of the aspect independence of the first four 

natural frequencies of this compound structure can be obtained by 

making measurements at many aspects, and extracting the natural 

frequencies from each response. Table 8.4.1 shows the resulting 

natural frequencies, relative amplitudes, and relative phases for five 

different aspect angles. It can be seen that while the amplitudes and 

phases change dramatically, the natural frequencies remain remarkably 

constant.

This completes a very convincing validation of the natural 

mode series expansion.

8.5 Experimental Verification of the E-pulse Concept

With the natural resonance representation validated by the 

results of the previous section, the stage is set for an experimental 

verification of the E-pulse concept. An attempt will be made to 

discriminate between two aircraft scale models with similar dimensions 

by using the measured scattered field response of each target.

Figure 8.5.1 shows the measured scattered field response of a 

solid aluminum scale model of a Boeing 707 aircraft. The geometry of 

the model is shown in the same figure. Similarly, Figure 8.5.2 shows 

the measured scattered field response of a McDonnel Douglas F-18 scale
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Table 8.4.1. Extracted natural frequencies, amplitudes, and phases 
for a compound wire target at various aspects.

Aspect Damping Radian
Angle Coefficient Frequency Relative Relative

ip Mode x 10~9 x 10~9 Amplitude Phase

0 1 -0.0252 0.716 1.0 0.0
2 -0.115 2.23 0.814 0.392
3 -0.133 3.72 1.22 1.18
4 -0.155 5.21 0.432 1.59

45° 1 -0.0204 0.711 1.0 0.0
2 -0.132 2.24 0.712 -0.122
3 -0.130 3.72 0.709 0.743
4 -0.190 5.21 0.335 0.610

90° 1 -0.0148 0.719 1.0 0.0
2 -0.152 2.23 0.799 -0.968
3 -0.101 3.71 0.363 1.63
4 -0.201 5.11 0.244 -0.898

135° 1 -0.0477 0.742 1.0 0.0
2 -0.135 2.22 0.912 1.39
3 -0.135 3.75 0.918 -0.954
4 -0.170 5.28 0.315 1.31

180° 1 -0.0121 0.754 1.0 0.0
2 -0.162 2.24 1.07 1.36
3 -0.124 3.75 0.987 -2.29
4 -0.327 5.30 0.622 2.46
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Figure 8.5.1. Measured scattered field response of a Boeing 707 aircraft 
scale model, and seven dominant natural frequencies.
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Figure 8.5.2. Measured scattered field response of a McDonnel Douglas 
F-18 aircraft scale model, and five dominant natural 
frequencies.
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model. The Fourier spectrum of the late-time portion of the 707 

response is shown in Figure 8.5.3. There are seven quite distinct 

modes evident in the spectrum of the 707, and similar analysis 

reveals a total of five dominant modes for the f-18. The natural 

frequencies corresponding to the modes of each target have been 

extracted using the continuation method, and are tabulated in Figures 

8.5.1 and 8.5.2. The corresponding late-time best fits are shown in 

Figures 8.5.4 and 8.5.5.

The methods of chapter four have been used to construct 

rectangular pulse function based minimum duration natural E-pulses 

designed to eliminate the five tabulated modes of the F-18 and the 

seven modes of the 707. These waveforms are shown in Figures 8.5.6 

and 8.5.7. Convolving the E-pulses with the target responses they 

are meant to extinguish results in the convolved responses displayed 

in Figures 8.5.8 and 8.5.9. While the late-time portions of these 

responses are not identically zero, they are quite small, and the 

E-pulses have done a very good job of eliminating the natural modes.

In contrast, Figures 8.5.10 and 8.5.11 show the results of convolving 

the E-pulse waveforms with the responses of the opposite targets (i.e., 

not the targets for which they were designed). Now the late-time 

portions are seen to be quite large in magnitude. Discrimination 

between the two targets can thus be accomplished very convincingly by 

comparing the late-time portions of each of the convolved responses.

A corroboration of the discrimination decision based on the 

E-pulse convolutions can be provided by using single mode excitation 

signals. Rectangular pulse function based minimum duration natural
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Figure 8.5.4. Seven mode best fit to late-time portion of measured 
707 scattered field response.
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Figure 8.5.5. Five mode best fit to late-time portion of measured F-18 
scattered field response.
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Figure 8.5.6. Natural E-pulse of minimum duration synthesized to 
eliminate the seven dominant modes of the measured 
707 response.
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Figure 8.5.7. Natural E-pulse of minimum duration synthesized to 
eliminate the five dominant modes of the measured 
F-18 response.
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Figure 8.5.8. Convolution of 707 E-pulse with measured 707 response.
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Figure 8-5.9. Convolution of F-18 E-pulse with measured F-18 response.
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Figure 8.5.10. Convolution of 707 E-pulse with measured F-1S response.
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Figure 3.5.11. Convolution of F-18 E-pulse with measured 707 response.
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sine and cosine single mode excitation signals have been synthesized 

to excite the first and the fourth modes of the 707 and to excite the 

first and third modes of the F-18. Each of these waveforms is then 

convolved with the measured responses of Figures 8.5.1 and 8.5.2. 

Although lack of space precludes showing each of the convolved 

responses, the response shown in Figure 8.5.12 is typical. This is 

the result of convolving the first mode cosine excitation signal for 

the F-18 with the F-18 measured response.

Figure 8.5.13 through 8.5.28 show the damping coefficient and 

radian frequency plots generated from each pair of convolved responses. 

The angular frequencies plots resulting from the convolution of the 

single mode signals with the responses for which they correspond 

(i.e. 707 with 707 and F-18 with F-18) are seen to lie parallel with 

the frequency lines of the expected modes in the late-time. While the 

damping coefficient plots are not as close, they do not deviate by a 

substantial amount. In contrast, the angular frequency plots generated 

from the convolution of the signals with the opposite responses (i.e. 

707 with F-18 and vice versa) are seen to be far from parallel.

In addition, the damping coefficient plots are all seen to be much 

less similar to the expected damping lines than were the convolutions 

of signals with the correct target responses.

The combination of the E-pulse convolutions and the single mode 

excitation signal convolutions allows the two targets to be discrimi

nated with near certainty. Thus, for the case of these very realistic 

targets, the E-pulse technique has been verified experimentally.
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Figure 8-5.12. Convolution of F-18 cosine first mode excitation signal 
with measured F-18 response.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



6.0
 

10.
0 

16.
0 

20.
0 

26.
0 

30.
0 

36
.0

427

from expected first 
mode of 707

late-time

6.0 8.0
time in nanoseconds

Figure 8.5.13. Radian frequency plot from convolution of first mode 
707 excitation signals with measured 707 response.
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Figure 8.5.14. Damping coefficient plot from convolution of first mode 
707 excitation signals with measured 707 response.
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Figure 8.5.15. Radian frequency plot from convolution of fourth mode 
707 excitation signals with measured 707 response.
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Figure 8.5.16. Damping coefficient plot from convolution of fourth mode 
707 excitation signals with measured 707 response.
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Figure 8.5.17. Radian frequency plot from convolution of first mode 
F-18 excitation signals with measured F-18 response.
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Figure 8.5.18. Damping coefficient plot from convolution of first mode 
F-18 excitation signals with measured F-18 response.
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Figure 8.5.19. Radian frequency plot from convolution of third mode 
F-18 excitation signals with measured F-18 response.
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Figure 8.5.20. Damping coefficient plot from convolution of thind mode 
F-18 excitation signals with measured F-18 response.
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Figure 8.5.21. Radian frequency plot from convolution of first mode 
707 excitation signals with measured F-18 response.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



436

from expected first mode of 707

<u

z

12-010.0

time in nanoseconds

Figure 8.5.22. Damping coefficient plot from convolution of first mode 
707 excitation signals with measured F-18 response.
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Figure 8.5.23. Radian frequency plot from convolution of fourth mode 
707 excitation signals with measured F-18 response.
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Figure 8.5.24. Damping coefficient plot from convolution of fourth mode 
707 excitation signals with measured F-18 response.
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Figure 8.5.25. Radian frequency plot from convolution of first mode 
F-18 excitation signals with measured 707 response.
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Figure 8.5.26. Damping coefficient plot from convolution of first mode 
F-18 excitation signals with measured 707 response.
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Figure 8.5.27. Radian frequency plot from convolution of third mode 
F-18 excitation signals with measured 707 response.
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Figure 8.5.28. Damping coefficient plot from convolution of third mode 
F-18 excitation signals with measured 707 response.
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CHAPTER 9

CONCLUSION

9.1 Summary

This thesis has introduced a scheme for radar target discrimi

nation called the "E-pulse" technique. The E-pulse is a finite 

duration waveform which, upon interaction with a specific radar target, 

results in a scattered field which has only a pre-chosen component 

of the target's natural mode spectrum. An alternative approach has 

also been discussed, in which the E-pulse is not actually transmitted, 

but is merely convolved with the measured scattered field response of 

a target. The introduction of this technique has been shown to be 

warranted in the light of difficulties encountered using existing 

discrimination schemes.

Synthesis of E-pulse waveforms has been conducted in both the 

time and frequency domains by using an expansion in a set of properly 

chosen basis functions. The choice of basis functions has been shown 

to be important from the viewpoint of spectral content, noise 

averaging properties, and simplicity of calculations. A frequency 

domain interpretation of the E-pulse has been shown to be particularly 

insightful. Here the E-pulse is defined merely as a finite duration 

waveform whose Laplace spectrum has zero magnitude at the natural

443
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frequencies of the target with which it corresponds.

Two fundamental types of E-pulses have been identified: forced

and natural. The forced E-pulse waveform can have nearly any duration 

and consists of an arbitrary forcing component followed immediately by 

an extinction component, which is viewed as extinguishing the scattered 

field established by the forcing component. A less physical interpre

tation of the forced E-pulse is also allowed, by merely using one 

additional basis function in the E-pulse expansion. The natural 

E-pulse, on the other hand, has no forcing component, and is viewed as 

extinguishing its own resulting scattered field. This E-pulse waveform 

only exists for discrete values of duration.

Further types of E-pulses have been introduced, including DC and 

convolutional E-pulses. Distinction has also been made between 

E-pulses designed to eliminate the entire excited portion of the 

natural mode spectrum of a target, and those designed to eliminate all 

but a single mode. The latter are given the name "single mode 

excitation signals."

The pulse function basis set has been shown to be extremely 

useful in constructing E-pulse waveforms, due in greatest part to its 

simplicity. Indeed, explicit representations for the amplitudes of 

these pulses have been obtained, although they are not practical for 

performing the actual E-pulse calculation. However, a very efficient 

algorithm has been designed for the calculation of the pulse function 

amplitudes.

Comparison of natural E-pulses constructed from pulse and from 

Fourier cosine basis functions to eliminate the modes of a thin
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cylinder target have been shown to be nearly identical. They also 

apparently converge to a unique waveform as the number of modes to be 

eliminated is increased. This suggests the possibility of E-pulse 

uniqueness. It has been shown that for an E-pulse to be unique, both 

the imaginary and real parts of the natural frequencies used in its 

construction must behave in a particular fashion. Of most importance 

are the imaginary parts, which determine the duration of the pulse 

function based E-pulses. This duration must converge to a specific 

value if the E-pulse waveform is to be unique.

Discrimination between differing thin cylinder targets has been 

demonstrated numerically, in the presence of random noise, with great 

confidence. From a frequency domain point of view, the natural DC 

E-pulse has been suggested as the "best" &-pulse for discriminating 

thin cylinders. Shaping of the E-pulse spectra has been undertaken as 

well, using the damped sinusoid basis set. This spectral manipulation 

has been shown to be potentially useful in the case of single mode 

excitation.

Discrimination has also been carried out using the measured 

scattered field response of aircraft model targets. The success of 

this practical demonstration has provided an empirical verification of 

the E-pulse concept. An experimental verification of the natural 

resonance expansion of target scattered field has also been 

accomplished.

Other topics pertinent to the E-pulse technique have been 

discussed as well. A group of methods for extracting the natural 

frequencies of targets from their measured scattered field responses
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has been presented. These methods are needed to provide the basis for 

E-pulse construction for practical targets, where theoretical analysis 

is impossible. Five of the methods are completely new, and one utilizes 

the E-pulse concept itself. All the new methods have been shown to be 

successful in the presence of random noise, and with the number of modes 

present in the response underestimated. However, due to a lack of time, 

only the continuation method has been demonstrated on actual measured 

data.

The last topic introduced in this thesis is a theoretical 

analysis of a particular target —  a thin wire elliptical loop. An 

electric field integral equation has been'derived for this structure, 

and it has been solved using the method of moments. The resulting 

natural frequencies have been shown to fall into four different 

categories, based upon the symmetry of the corresponding surface 

current distribution. The trajectories of these frequencies have been 

found to converge on the expected limiting cases of those of a shorted 

transmission line and those of two parallel wires.

9.2 Topics for Future Study

Many topics discussed in this thesis are either not fully 

complete, or have generated additional ideas which should prove 

interesting. This section shall consider several of them.

The shaping of the E-pulse spectrum considered in chapter 5 was 

obviously only of a preliminary nature. This topic should be pursued 

further by attempting discrimination in the presence of random noise.

It is also possible to extend the analysis by using other basis sets,
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or by actually specifying the magnitude of the spectrum at certain 

points. For example, the derivative of the spectrum magnitude could 

be forced to be zero at certain points, in an attempt to create maxima. 

Note that this also requires the introduction of additional basis 

functions.

Several of the natural frequency extraction schemes can be 

improved. It is possible to include variable step size in the 

continuation method, as well as corrections perpendicular to the path. 

In the schemes involving the construction of E-pulses, the inclusion 

of forced waveforms has been suggested. This would relieve the 

problem of the variation of the beginning to the late-time period.

Each of the natural frequency extraction schemes should also be tested 

on measured data.

The theoretical analysis of the elliptical loop can also be 

improved, by using a Hallen type integral equation. In addition, it 

would be quite simple to calculate the coupling coefficients, and thus 

the scattered field response, from the surface current distributions.

It would also be prudent to verify the analysis experimentally, by 

measuring the surface current response of the loop.

Lastly, the most interesting topic is also perhaps the most 

difficult. There remains the question as to whether the early-time 

portion of the scattered field response can be utilized for target 

identification purposes, despite its heavy dependence upon target 

aspect. To pursue this topic, it would be helpful to measure the 

early-time portion of the surface current or scattered field response 

of simple targets, for comparison with theory. However, this requires
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the accurate removal of the system response from the measured data. 

Especially important is the exact removal of the receiving antenna 

response. To this end, an efficient and accurate deconvolution scheme 

must be established.
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